
 

 74 

UDC 004.9 
 

 Y. Stekh, V. Artsibasov 
Lviv Polytechnic National University,  

CAD Departament 

 

SOME METHODS IN SOFTWARE DEVELOPMENT 
RECOMMENDATION SYSTEMS 

© Stekh Y., Artsibasov V., 2013 

This article analyzes the current state of the models and methods of building 
recommendation systems. The basic classes of problems that solve the recommendation system 
are highlighted. The features of the method collaborative filtering are shown. Developed a 
method for calculating the similarity coefficients, taking into account the sparseness of ratings 
vectors of goods and people. 

Key words: recommender system, data mining, collaborative filtering, coefficients of 
similarity, user profiles. 

Проаналізовано сучасний стан моделей і методів побудови рекомендаційних 
систем. Виділено основні класи задач, які розв’язують рекомендаційні системи. 
Показано особливості застосування методу спільної фільтрації. Розроблено метод 
розрахунку коефіцієнтів подібності, який враховує розрідженість векторів рейтингів 
товарів і користувачів. 
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Introduction 

Recommendation systems – are systems that operate with a particular type of information filtering 
system, it is recommended information elements that may be of interest the user. Typical recommendations 
system receives user input as data aggregates, and sends them to the intended recipients in the form of 
recommendations. This technology allows users to spend a minimum of time to find the right information 
on the Internet. Recommendation system compares the data collected from users and create a list of items 
that are recommended to the user. They are an alternative search algorithm as help users quickly find 
articles and information that they would not find themselves. Recommendation systems are used mainly to 
supply the customer in real-time products (films, books, clothing) and services that are likely to be 
interested in it. Especially, recommendation systems are used in e-commerce. The use of recommendation 
systems covered recently on a stationary retail trade, information centers, search software, scientific 
articles, etc. This application is characterized by the provision of advice to users automatically, on the basis 
of already committed actions (purchases, exposed ratings, visits, etc.) and taking feedback from them 
(order in shops, referring, etc.). Web recommendation systems (recommendation systems on web pages) 
are usually implemented on Web servers and use the data obtained from the collection of the revised Web 
template (explicit data) and user registration information (explicit data). The most famous of 
recommendation systems include the following : Amazon.com, Inc. - an American company, the largest in 
the world by turnover among Internet companies that sell products and services online and one of the first 
online services focused on sales of real goods of mass demand; eBay Inc. - an American company that 
provides services in the areas of online auctions (main field of activity), online shopping, instant payments, 
manages the website eBay.com and its local versions in several countries, the company owns PayPal and 
Ebay Enterprise; MovieLens - recommendation system and virtual community website that recommends 
movies to its users , recommendations are provided with regard profiles (ratings) of users and use 
collaborative filtering algorithm; Rozetka.ua ™ - by far the most popular online store electronics and home 
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appliances in Ukraine, representatives of the company are available in all regions of Ukraine. 
Recommendation system is one of the most important sections of data mining. 

 
Methods and tools for building recommendation systems 

Recommendation system as a separate line began to develop in the last twenty years. So make a 
classification of methods and tools for building recommendation systems is difficult. We can distinguish 
the following approaches to building recommendation systems: 

• model-based; 
• data-based. 
In an approach based on models first formed a descriptive model of user preferences, commodities 

and the relationship between them, and then formed recommendations on the basis of the resulting model. 
The advantage of this approach is to have a model that gives more insight generated recommendations and 
relationships in data availability, and the fact that the formation of recommendations is divided into two 
stages: learning resource model in deferred mode and a fairly simple calculation based on the 
recommendations of the existing model in real time. However, these models do not support incremental 
learning (the emergence of new data requires the conversion of the whole model) and mostly show lower 
prediction accuracy than based on data. 

In data-based approach the recommendations are calculated on some similarity degree in all of the 
accumulated data. These data are a set of vectors of user rating and a set of vectors of item rating. This 
approach is simpler and showed high accuracy in practice and has the advantage of taking into account 
new data incremental (new users and new products are added to a database and taken into account when 
forming forecasts along with available). However, this approach is difficult to calculate in terms of time 
and memory resources. Also, this approach can not provide a descriptive analysis of existing laws, to give 
more understanding of the available data and explain the forecast. In modern recommendation systems 
used in such powerful companies like Amazon.com, Yahoo.com, Google.com, eBay Inc. mainly used the 
approach based on the data.  

 In the approach based on the data are the following methods: 
• methods that focus on the use of vectors of ratings users (user-centric); 

• methods that focus on the use of vectors rankings items (item-centric); 
• hybrid methods; 

• multicriteria methods. 
General block diagram of data-based approach shows in Fig. 1. 

 

 
Fig. 1. Overall block diagram of the recommendations search in the data-based approach 
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Prediction rating in the collaborative filtering techniques 
The basic method used in data-based approach is the method of collaborative filtering. The user or 

item for which is forecasting unknown rating, called the active user or active item, respectively. The task 
of collaborative filtering can be formulated as follows. Let U be a set of n users, I – a set of m items, R – a 
set of m×n ratings ru, i user u∈U and product i∈I, Su∈I – a set of products that have already been chosen 
by the user u. The purpose of collaborative filtering is to predict the rating pa,i active user for the item i. 
User a is called an active user, if he chose certain items Sa≠Ø. This product, for which is forecast, is not 
known in advance i∉Sa. Denoted by Sv a set of products that the user v has selected, Su – a set of items that 
the user u has selected. Then Suv – a set of items that users u and v have chosen. 

}00{ ,, ≠∧≠∈= iviuuv rri SS ;                                  (1) 
 

vuuv SSS ∩= ;                        (2) 
 

uvm = S .                                                                           (3) 

Let – vu rr , average rating of the item users u and v, respectively.  

We denote by Ta a set of users who have jointly selected products with the active user. 
The rating forecast to approach focuses on the use of vectors of user ratings is by the following formula 
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The rating forecast to approach focuses on the use of vectors of user ratings is by the following formula 
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The summation is over all selected products Nn∈  for a user u, wi,n - the similarity between the 
items i and n. 

Accuracy rating forecast is heavily dependent on the accuracy of the calculation of similarity 

coefficients jiw , . Advantageously, similarity coefficient is calculated as follows cosine of the angle 

between vectors (6) or Pearson correlation formula (7): 
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Particularity of item rating vectors and user rating vectors users is the fact that they have a large 
number of zero elements. Each user does not select all items and each item is not selected by all users. 
Advantageously, the percentage of non-zero elements in these vectors does not exceed 10%. The classic 
formula for calculating the similarity coefficients do not include this feature and therefore give a 
significant error in the calculation. 

Let Rmax highest possible rating in the rating scale catalog, Rmin - the lowest possible rating. Let d(a,b) 
Euclidean distance between vectors, dmax(a,b) – the maximum Euclidean distance to a given set of vectors 

2
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Normalized Euclidean distance between the vectors 
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Calculated values of the coefficient of similarity for the problem of predicting the rating will take the 
value converted to normalized Euclidean distance 
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where m= uvS  

The introduction of the coefficient m allows to take into account the sparseness of ratings vectors. 
Introduction to the calculation of the similarity coefficient Jakard further improves the accuracy of 

the calculation 
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The final form of the expression for the calculation of similarity coefficients following 
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The proposed approach to the calculation of the coefficients of similarity in the problems of 
collaborative filtering allows you to take into account the considerable sparsity of these vectors and 
significantly improve the predicted values for the ratings. 

 
Conclusion 

This article analyzes the current state of the models and methods of construction of recommendation 
systems. Highlights the major classes of the problems that solve the recommendation system. Show the 
features the method of collaborative filtering. Developed a method for calculating the similarity 
coefficients taking into account the sparseness of ratings vectors of items and users. 
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