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Abstract. Characteristics of flow-oriented models of 

routing have been classified. The model analysis has 
carried out for routing, that is accepted as a basis for the 
existing telecommunication network protocols. The 
decomposition representation of telecommunication 
networks has been performed and a calculation 
algorithm by diakoptics has been proposed. 
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1. Introduction  
Despite widely escalated graph (graph-combinatory) 

models of routing [1, 2], that is accepted as a basis for 
most of the existing routing protocols - RІP (Routіng 
Іnternet Protocol), ІGRP (Іnterіor Gateway Routіng 
Protocol), EІGRP (Extended ІGRP), ІS-ІS (Іntermedіate 
System - to - Іntermedіate System), OSPF (Open 
Shortest Path Fіrst), PNNІ (Prіvate Network - to - 
Network Іnterface), at present just flow-oriented models 
of routing are ever-broadening requested. On the one 
hand they consider the dataflow character of present-day 
traffic as mostly multimedia-based (voice, video, etc.), 
but on the other hand they are more adopted for load-
balancing solutions and quality of service provision in 
multi-service NGN telecommunications.  

An analysis of recent investigations and publications 
carries inference about the fact that a lot of approaches to 
float modeling for routing have been proposed, in the 
frame of the existent and future telecommunications 
technologies [3-6]. Depending on features consideration, 
deepness of structural, functional architecture and 
operation of telecommunication network, we obtain an 
optimization task using an appropriate mathematical 
model. Generally, there are a few methods to calculate a 
necessary path (set of paths) [7]. To solve those 
optimization tasks, a set of different methods should be 
used, combinatory Dijkstra algorithms (OSPF, ІS-ІS, 
PNNІ), Bellman-Ford (RІP, ІGRP, EGRP), Floyd-
Warshall [3, 6] for graph models, but for flow-models 
methods of the mathematical programming and optimal 
control are more suitable [4,5].  

For each of the flow models, their related algorithms 
and methods to solve routing tasks there are specific 
features, conditions and an implementation branch. 

Unfortunately, in the early-known works dedicated to the 
analysis of different routing models rather general 
conclusions were made [4, 6, 8, 9, 16, 17]. It is difficult, 
and sometimes impossible to effectively determine their 
benefits, shortcomings and most optimal conditions to 
use [10].  

The aim of this work is to obtain numeric results of 
the comparative flow models analysis of different 
network topologies and users’ network traffic 
characteristics. The comparative analysis of flow routing 
models in the terms of load-balancing and providing 
service quality allows to determine their further 
application. 

2. The classification of flow routing models  
The comparative analysis was carried out for five 

basic flow routing models [11]:  
M-1. The one-path routing model, based on 

searching the shortest path which consists of the minimal 
number of hops as in RIP v1 [12].  

M-2. The multi-path routing model (MPRM), unlike 
the previous M-1, supports load balancing through paths 
that is equivalent by the cost (length). This provides 
solutions to the routing tasks by linear programming 
through minimization of the objective function 

 Y =c x,  (1)  
where с – cost (metric) coefficients vector by dimension 
n, all coordinates of which are set to 1, in other words 
сi,j=1 (i,j= m,1 1,m; i ≠j); n – the number of transmission 
lines; m – the number of network nodes 
telecommunication network; x  is the required vector 
with coordinate xi,j that simulates the traffic intensity 
(1/с) in the transmission line (i, j).  

According to the physical aspect of the tasks under 
solution x-vector coordinates are merged by a set of 
constraints which simulate conditions of the flow 
conservation into each network node [4]:  
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    (2)  

where rin – the entering network traffic intensity.  
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M-3 is the MPRM model with introduced metric of 
ІGRP with load balancing through paths that is not-
equivalent by the cost (length). M-3 is represented by 
(1)-(2). Unlike M-2, M-3 has IGRP metrics 
corresponding to c-vector coordinates (1), are values of 
the transmission line throughput [1]:  

       сi,j= 107/φi,j,        (i,j= m,1 1,m ; i ≠j).  (3)  
To formalize conditions of transmission lines 

overload prevention with (2) additional constraints are 
introduced:  

                    хi,j≤φi,j,         (i,j= m,1 1,m; i ≠j).        (4)  
where φi,j – transmission line throughput (1/с).  

M-4. The MPRM model, proposed by Gallager [3] 
which solves the routing task by non-linear 
programming with maximizing the objective function:  

 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

ϕ
=

ij

ij

)j,i(

x
maxY .  (5)  

Definition (5) provides the transmission lines utility 
coefficient mini-max optimization. Thus, we must 
provide the following flow conservation conditions:  

 ∑
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where Mi is the set of neighbor nodes to i; ri,j  is the 
entering traffic intensity (1/с), which is received from 
users to the node i for node j; γi,j is the sum of the 
entering flow fed onto the node i and that from neighbor 
nodes to j; k

i,jφ –  routing variable i.e. the part of the flow 

γi,j, that was transmitted by node i through line (i,k).  
For the routing variables the following conditions 

are applied:  
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M-5. The  Gallager’s MPRM model (5)-(7) which 
was developed in [13] by introducing the provision 
conditions for QoS by packets transmissions speed, their 
average delay, jitter and in-time delivery probability. In 
consequence of limited transmission lines throughput in 
the model M-5, as in models M-3 and M-4 the limitation 
for (4) was applied.  

  

 
Fig.1. Generalized structure of the complex telecommunication network, 

 presented as non-oriented graph  
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3. The decomposition representation of the 
telecommunication network using diakoptics 

The telecommunication network structure is usually 
presented as a non-oriented graph (Fig.1). The set of the 
apices V of the given graph consists of nodes (routers) of 
the telecommunication network (Vj, j= m,1 ), D  is the set 

of the transmission lines between nodes (Di,j; i, j= m,1 ; 
i≠j). Let us use a hierarchical network representation as 
subnets which could be presented as J1(V(q),d(q)) of the 
graph J2(V,d), where V(q)  is the subset of the nodes 
which are the part of q-th subnet with number of the 
nodes - mq. D(q)  is the set of the transmission lines from 
incidental nodes of q -th subnet.  

As you can see in Fig.1 the given network consists 
of a set of subnets, and one of the transition ways from a 
complex system to more simple is dividing into separate 
parts, i.e. decomposition. One of the most effective 
decomposition methods consisting in finding solution of 
some tasks for the systems is diakoptics [14].  

The topology structure consists of subnets, in other 
words subsets J1, which are concatenated with each other 
by subset J2 [15]. The merged topological structure is the 
whole network and it is mathematically represented as J. 
Structural sets J1 and J2 are concatenated to structural set 
J=J1×J2.  

To calculate the telecommunication network by 
diakoptics we set a system and write down its state 
equation in symbolic form, for example by Little’s 
formula 

 H=LT, (8)  
where H is loading; L is a tensor that represents 
throughput; T is a time delay.  

The task consists in solving the equation (8), where 
H and L are given and time delay is undefined:  

 T = HL-1, (9)  
The existent tensor model of a telecommunication 

network which was founded by Pasechnikov [15] is 
based on the further generalization and representations 
by Little’s equation in tensor form. The similar approach 
was stipulated for the similarity of (8) and Ohm law 
which was generalized and developed in the well known 
works of American scientist G. Kron [14, 16] who 
proposed tensor network analysis. But a 
telecommunication network is a more complex system 
than an electrical network. That’s why being based on 
this analogy the tensor approach loses its adequacy while 
describing telecommunication network, in particular its 
structural and operational properties.  

Therefore, it has been proposed to write down (9) as 
following:  

 Tij = Hkl(L-1)ijkl,  

where Tij  is the delay time between nodes i and j; Hkl is 
the loading traffic between nodes k and l at the network; 
(L-1)ijkl =F ijkl is the tensor of inverted throughput in the 
network between nodes i and j, in case of the traffic 
transmitting between nodes k and l.  

This generalization allows consideration of the 
multi-flow character of the network traffic, service 
differentiation for packets in the network nodes with 
necessity of the QoS provision by some qualitative 
parameters simultaneously.  

At the initial stage we have set the investigated 
system, but solutions to equation (1) are absent.  

The first stage. The model differentiation.  
Let us to break the model into three separate parts of 

subnet J1. Thus, the cuts are broken by pairs of nodes, 
not contours. The separation of the parts must be 
absolute, so their interaction must be eliminated. It is 
important to avoid incoherent components between 
subsystems.  

The second stage. The broken connections 
elimination.  

All the cyclic interconnections have been eliminated 
from the investigated system. There is no intersystem 
connections kept in subsystems which could indicate 
how the subsystems were connected. The divided 
branches do not belong to none of the n subsystems of 
the initial system. As we cannot ignore them we must 
refer them to the additional n+1-th subsystem which we 
must construct.  

The most evident benefit of the interconnection 
elimination between structures is that undefined delays 
for J2, will not be additional undefined variables for each 
subsystem J1. Thus, the number of undefined variables 
has essentially decreased.  

The third stage– to obtain and solve equation (9) for 
each subsystem.  

The fourth stage is dedicated to the solving of the 
equation system which is called crossing circuit.  

When the initial system is divided into the n 
subsystems J1 (in our case according to Fig.1 the number 
of subsystem n=3), we could consider that each of them 
with N loadings Н after its solving forms N-dimensional 
abstract space (in our case according to Fig.1. N=3 – the 
number of nodes of subsystem J1). These N-dimensional 
spaces in the initial interconnected system will not be 
independent on each other and will be crossed or 
concatenated.  

As (n+1)-th cuts’ system (in Fig.1 it is presented as 
structure J2) plays a central role in the decomposition 
method let us define four steps to form it:  

І. Critical fragments are selected from the complete 
structures of subsystems only. On the basis of this 
fragments we form the inverted throughput matrix 
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F1′=L′, which is the basis for pivotal crossing circuit 
determination.  

Consequently defining С1
(1) , С1

(2) and С1
(3)  – 

matrices for conversion of F1 to  F1
(1),  F2

(1) and F3
(1) 

which refer to each subsystem J1, respectively, we obtain 
following equation:  
 1

1
t1

'1 CFCF = , (10)  
ІІ. The eliminated connections are recomposed 

without considering the throughput.  
The recomposed transmission lines could be done 

with the help of the matrix С2, which refers to the 
number of node’s connections. This matrix allows re-
composition of transmission lines as they were before 
elimination, but after decomposition.  

ІІІ. Merging of subsystems fragments and basic cut 
system creation f ′.  

We should merge the subsystems with the help of 
the matrix С3.  

Given three converting matrices, we should obtain 
the matrix for interconnected system f  with the help of 
the basic matrix of crossing circuit F1, in two different 
ways.  

The first method could start from the reduced matrix 
of the subsystem by using only two conversion matrices:  
 3223 CCC = , (11)  

Let us convert the primitive matrix which is the 
basis for crossing circuit:  
 ( ) 23

'1
t23

' CFCf = , (12)  

f ′ is the matrix which defines the basic crossing circuit.  
The second method to determine the matrix for an 

interconnected system could be carried out in one step as 
the matrix composition:  
 С=С1С2С3,  (13)  

Matrix С has zero elements in rows which refer to 
the variables that are not related to transmission lines. 
Furthermore, these elements should be included into the 
matrix to make its size corresponding to size F1, 
composted with C.  

Therefore, matrix f′ for basic crossing circuit could 
be defined as following:  
 CFCf 1

t
' = , (14)  

IV. Introducing throughput of previously eliminated 
branches and final forming the matrix F.  

Separated branches decomposition. Consequently 
we need to use separated branches and their scalar 
throughput matrix which refer to the subsystem J2.  

The final stage is to merge basic crossing circuit and 
separated branches:  

 11
t

' lCFClfF −+=+= . (15)  

The simple increasing of separated branches of the 
matrix l could be done even in very complex connection 
types, because the quantity of rows and columns in the 
matrix F is equal to the quantity of the separated branches.  

The matrix F conversion. The matrix F has the 
number of rows and columns equal to the number of 
open circuits. If the dimension of the matrix F is equal to 
the dimension of the matrix Lij for subsystems, its 
inverted matrix could be as follows:  
 1F'L −= . (16)  

The fifth stage. The algorithm for delays matrix 
calculation.  

For the execution of this algorithm the matrices L′, 
F1 and С are given for a telecommunication system that 
consists of n+1 subsystems. When loadings of the nodes 
in each subsystem J1 are equal, we could see flow 
balancing. And common time delay at packet 
transmission is equal to the time delay in the separate 
subsystem J1.  

It is necessary to find vector Т for time delay in 
nodes of the initial system. All calculations are presented 
in conjugated view.  

The vector which we obtain at the each calculation 
stage has respective physical interpretation:  

1. T1=F1′H is the delay time for packet transmitting 
in separate subsystems at the given loading Н in nodes.  

2. t=-CtT1  is the delay time for packet transmitting 
in the cut j.  

3. h=L′t  is the loading via J2.  
4. Ht=Ch is the additional loading in subsystems J1, 

related with loading at interconnects between subsystems 
J2.  

5. T2=F1Ht  is the delay time for packets into nodes, 
as result of the interaction with additional loading of the 
system J2.  

6. T=T1+T2  is the resulting value of the delay time 
for transmitting packets in the merged system.  

In the described algorithm the well-known 
procedures are combined in the new sequence to 
calculate complex topologies of telecommunication 
networks, in particular all optical networks. The 
diakoptics applied to the complex topological structure 
described by Little’s equations enables to find 
generalized solutions for complex system considering its 
elementary components.  

Conclusions 
1. An analysis of the flow models characteristics for 

routing has been carried out and the ever-broadening of 
graph-combinatory routing models used by existent 
protocols has been shown.  

2. The diakoptics algorithm for a complex 
topological structure of a telecommunication network 
has been proposed.  

3. The generalization of the Little’s equation tensor 
representation has been proposed to consider 
simultaneously the multi-flow character of the network 
traffic, differential packet transmitting service in 
network nodes, and the necessity of the QoS provision 
by its multiple indexes.  
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4. It has been shown that the diakoptics allows 
performance of the decomposition of the existent complex 
algorithms for each basic models of the flow routing.  
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ПОТОКОВА МАРШРУТИЗАЦІЯ 
ТЕЛЕКОМУНІКАЦІЙНИХ МЕРЕЖ І ЇЇ 

ПРЕДСТАВЛЕННЯ МЕТОДОМ ДІАКОПТИКИ 

М. Климаш, Б. Стрихалюк, М.Кайдан, І. Демидов 

Класифіковано характеристики потокових моделей 
маршрутизації. Проведено аналіз моделей маршрутизації, 
які покладені в основу існуючих протоколів телеко-
мунікаційних мереж. Проведено декомпозиційне 
представлення телекомунікаційних мереж і запропоновано 
алгоритм розрахунку методом діакоптики. 
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