ENERGY ENGINEERING AND CONTROL SYSTEMS

Volume 5, Number 1, 2019 29

Construction of Empirical Models of Complex Oscillation Pr ocesses with
Non-M ultiple Frequencies Based on the Principles of Genetic Algorithms

Mykhailo Horbiychuk, Olha Bila', Nataliia Lazoriv
Ivano-Frankivsk National Technical University of Oil and Gas, 15, Karpatska Str., Ivano-Frankivsk, 76019, Ukraine
Received: October 30, 2018. Revised: December 10, 2018. Accepted: February 28, 2019.
© 2019 The Authors. Published by Lviv Polytechnic National University.

Abstract

A method for constructing the empirical models of complex processes has been devel oped on the basis of genetic
algorithms which, compared to the inductive method of self-organization of models, significantly reduces computer
time for their implementation. An approach has been used that allows a complex model to be considered as a
composition of three components, i.e. a linear trend, an oscillatory component with non-multiple frequencies and a
regression equation which simplifies the process of building complex models. To implement the proposed method,
algorithms and software have been devel oped based on a specific example of the dependence of the water level in the
river. The Dniester River weather conditions show that a model built on the basis of the proposed method describes
the behavior of complex processes with sufficient accuracy. The resulting empirical model can be used to predict the
water level depending on weather conditions.
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1. Introduction

The data obtained from the study of a number of environmental processes are usually presented in the form of
time series. In addition, time seriesthat are associated with environmental processes often have significant seasona or
periodic components. These components, asarule, vary in time and in most cases are described by seasonal statistical
models [1]. It is assumed that the structure of the model is selected in a certain way and the identification task is only
to determine the parameters of such a model, which in most cases is solved using the method of least squares. It is
obvious that the accuracy of the model's correspondence with the empirical data depends on the structure of the model
itself. For example, when choosing a model in the form of a regression equation with increasing its terms, the error
determined monotonically at al experimental points decreases. As soon as the number of regresson members
becomes equal to the number of experimental points, the error vanishes. In the case when the number of experimenta
points is greater than the number of terms in the regression mode, it is aways possible to obtain an infinitely large
number of empirical models [2], that is, the method of least squares generates an infinitely large number of models
for a given numerical series. This statement isvalid if only oneinternal criterion is used to select models.

Based on the Godel incompleteness theorem [3] the use of points of a sequence that have aready been used to
find coefficients by the method of least squaresisimpossible in principle to find the optima and unique model. It is
external additions that make it possible to find asingle model optimal by this criterion of complexity [4].
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The choice of the structure of the modd is based on the type of the process curve. Then the question of choosing
a basic function for a mathematical moddl arises. For example, it is recommended to use harmonic models for
oscillatory processes with non-multiple frequencies with zero mean value, and if the oscillatory process tends to grow
or fall, then amodel that represents the sum of the polynomial trend and the harmonic remainder should be formed. In
the genera case, the construction of empirical modelsis based on the condition that a function is chosen from a given
class, which in a certain sense best describes the experimenta data.

To solve the problem, academician A.G. Ivakhnenko proposed a number of methods united by a common
name — an inductive method of self-organization of models which generates three structures of algorithms [5, 6]: a
multi-row algorithm for selecting the method of group accounting of arguments (GAA), a combinatorial agorithm of
GAA with a complete search of all possible models from a given polynomial and multi-row algorithm, where the
coefficients of a certain complete polynomia are equalized to zero on each selection row. The multi-row GAA
algorithm contains some intermediate quantities generated by its multi-row nature as arguments, and the GAA
combinatorial algorithm requires significant computational efforts for its implementation [7], which grow
exponentially with increasing number of arguments of the empirical model.

To reduce computational efforts and expand the field of application of empirical models for the implementation
of which combinatorial algorithms are used, amethod for constructing empirical models using genetic algorithms was
proposed in studies[8, 9]. Later asimilar algorithm for constructing empirical models was described in study [10].

The purpose of this work is to further improve the inductive method of constructing empirical models of
complex processes containing a harmonic component with non-multiple frequencies based on the principles of
genetic algorithms, which will make it possible to synthesize the empirical models that are optimal in complexity for
predicting, in particular, ecological processes.

2. An empirical model of a complex oscillatory process with non-multiple frequencies

In the study of complex processes the analytical description of which isnot known, the researcher has observable
values of certain physical quantities characterizing such a process. These quantities form numerical sets; one of them
forms anumerical series, caled the values of the output quantity, and the rest are externd factors that cause the flow
of a certain physical process. The observed values of the output quantity in the form of a numerical series will be

denoted by Y(t), and externa factors will be represented in the form of a vector Y(t) with components x,(t), Xx(t),
., Xp(t), where n — the number of external factors.

Then a number of complex processes (for example, ecological ones) can be represented by an empirical model
containing atrend y(t), a component G(t) caused by a harmonic change of some conditions, and aresidual component

N (Y (t)) that isafunction of external factors, that is,

Y(t)=Y(x()+Gt)+ v.(t). (2)
The component G(t) is modelled by the following expression [6]:

G(t) G(t)=A0+ém (Ajsin(wjt)+ B, cos(wjt)), )

j=1

where t — the timing cycle; Ay, A, B; — parameters of the harmonic series (2); w; — frequencies of harmonics of the
series (2); j =Lm

In contrast to the harmonic Fourier series, for which w; = jow, a harmonic series with unconstrained frequencies

(w; # jow) (2) can more accurately approximate the results of observations of a physical process where the periodicity
isnot observed [11].

The trend yy(t) that characterizes the non-stationary component of the process can be described by an empirical
model in the form of aregression equation of order ng
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where 6, are the parameters of the model.

In order for the parameters of the series (2) to be estimated from the observations of the process, it is hecessary
for the condition [6], N>3n1+1 to be met. The identification of model parameters (2) consists of several stages[2].

Thefirgt stage is the calculation of the balance coefficients a, based on the condition
m-1

aayali+p)+ali- p)=gli+m)+gli-m),i=m+LN-m, @3)

p=0

where g are the samples of therealization of the process at discrete instants of time symmetrically placed with respect
to an arbitrary point.

The balance coefficients o, are found [2] from the condition for minimizing the residual function

Ném
B= b, €)

i=m+1

where by = g{+m)- & a,(g+p)+gi- p)+gli- m), i =mIN-m,
p=0

which taking into account the value of by will take the following form:
. _ o o s
rT;TIn:‘](a): a gzi,m-aapgi,p; ) (5)
where b=(ao, a1, ... am1)' iSthe vector of weight coefficients; z ., = g(i +m)+g(i - m)

ip= ’g(i + p)+ @(i - p); Tisamatrix transposition symbol.

We write problem (5) in matrix-vector form

ngn:a(zr):(zm- Fo) (Z,- Fd), (6)
éi(em+1)+g) o
wheres =g§(2m+2)+§(2) 3
moeé a’
&d(N)+3(N - 2m)g
eadlme)  dmededln)  dmedeatnd ko gl o
__&gm+?)  glmed)egme) gmea)+am) K gemededd
" g K K K K K 3
Szg(N - m) §(N - m+1)+§(N - m- 1) @(N- m+2)+§(N -m- 2) K §(N - 1)+§(N - 2m+1)3

In the last expression, the values g of the corresponding discrete arguments are replaced by the data § obtained
after subtracting the component Y(t) from the observed values y(t).

Expression minimization (6) leads to a norma Gaussian eguation, which in matrix form will have the following
form:
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Solving the equation (7) by one of the numerica methods, for example, by the Gauss method with the reverse
motion [12], we determine the balance coefficients b= (ao, a4, ..., am1)'

In the second stage, equation
n(],- 1
ao+Q a,cos(pw) = cos(mw)
p=1

for an arbitrary frequency e, which, with the help of the recurrencerelation [6]

cos(pw) = 2cos((p - Lw)cosw - cos((p- 2w), p=2,m
is reduced to an algebraic eguation in accordance to cosw
szm+Pm_lzm—1+___+Plz+ P0=0! (8)

where z=cosw.
Equation (8) has mroots that unambiguously determine the frequencies w;, j = 1m.

The essence of the third stage is that, knowing the weight coefficients a,, we can write equation (8) whose

solution relatively allows one to unambiguously determine the frequencies of the harmonics w;, | = 1,_m series (2).

To calculate the coefficients P;, i =0,m of equation (8), we use the following recurrent procedure [13] which
consists of the following steps:

Step 1. Initialization. Form azero matrix T by dimension m x (m+1).
Step 2. Put To=1, Ty=-1.

Step 3. Compute the elements of the matrix T: Tj=2Ti.y, ja — Tiz,j, | =3m, j=2i+1.

Step 4. Put Tu=Ti 4, i =3,m.

Step 5. Calculate Ty =Ty - T2l i =1m-1, j=1m+l, Ty =Ty-al.
Step 6. Form a vector of coefficients of equation (8) P=Tr, j =1L m+1.

After the coefficients of equation (8) have been determined, the integrated roots function of the Matlab system
can be used to solveit.

3. Synthesis of a harmonic series model with non-multiple frequencies based on the principles of genetic
algorithms

Now the problem is [15] in the optimal synthesis of the harmonic series (2). There are two approaches [6] to

solving the problem. The first of these involves deleting the harmonics in various combinations from the full series

i, ] =1,m. The second method is based on the ideas of multi-row algorithms of group accounting of arguments

(MGAA). In accordance with this method, the number of harmonics included in the model constantly increases as

long as this leads to a decrease in the selection criterion. The simplest algorithm is the sequential selection of the best
model in each row. But the algorithm is more effective when several harmonics are allocated in each row [6].

The disadvantage of the firgt approach to solving this problem is the need to search through a large number of
options the number of which is S=2"-1. For example, for m=30 you need to take 1073741823 variants, which
requires considerable computer time. The second approach is characterized by the fact that as a result of the
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implementation of the multi-row MGAA algorithm, it is impossible to obtain a mathematical model explicitly and
thisis a significant drawback of such a method. Therefore, to remove the problem of large dimension and obtain the
model in explicit form, it is suggested to use a different approach to construct mathematical models of harmonic
processes with non-multiple frequencies based on the ideas of genetic algorithms.

The essence of this approach is as follows [15]. The whole redlization of the output value of the process or
phenomenon is divided into two parts Ng and Ns in a certain proportion depending on the selection criterion [14]. For
a set of data Ng, the weighting coefficients are defined as the solution of the linear agebraic equation (7) by Gauss
elimination with the choice of the principal element [13]. The solution of equation (8) with respect to the variable z
makes it possible to find the frequencies w;, j = 1,m. From known frequencies w; on a set of points Ng, it is necessary
to determine the parameters A, Aj and B; of the mode (2). To do this, we form an ordered structure of length min
which in the i-th place will be zero or one, depending on whether the frequency w; is removed from the chosen full
series or |€ft. In the theory of genetic algorithms, such an ordered sequence is called a chromosome or an individud,
and the atomic element of a chromosome (one or zero) is a gene. A set of chromosomes forms a population. An
important concept in the theory of genetic algorithms is the function of adaptation. Minimization of this function
allows the selection from the whol e population of those individual s which are the most adapted.

In the problem of synthesizing models of oscillatory processes, the adaptation function is the combined selection
criterion [4]

r =y{ni+B?, )

where n§ isthe bias criterion, which is calculated by the formula [4]:

N
a (gi (R) Ji (S))Z
ng =-431—; ; (10)
ae
i=1
N-m
B= q b¢; (11)

i=m+1

6i(R), g(S) are the quantities whose values are computed on the set of points Ng and Ns, and the coefficients Ay, A and
B; of the moddl (2) are found respectively on the sets Ng and Ns.

For the displacement criterion (9), the sets of values G(t) of the length N are divided into two parts in a
proportion: Nr= Ns=0,5N.

Thus, the problem of synthesizing the model of the oscillatory process will be formed as follows: from the initial
population of chromosomes, by choosing an evolutionary selection, choose one, the chromosome which will ensure
the best value of the adaptation function (the minimum value of the selection criterion (9)).

Formally, the algorithm of the GA method can be described as follows:
GA=(I,CP,SA,SE,NP) . (12)

The operator randomly generates an initiad population of | individuals. The length of each chromosome
from the population is determined by the number of members of the series (2). In the formed chromosome we double
the ones and zeros. Let, for example, a chromosome Ch.= [1001011] be generated. After the doubling operation, it
will take the following form: Chy.= [11 00 00 11 00 1111]. Since the coefficient Ay is always present in model (2),
we add a single gene to the first position in the chromosome Chy. As a result, we get Chg= [111 00 00 1100 1111].
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The necessity of the doubling operation is explained by the fact that each frequency corresponds to a pair of
coefficients A; and B;.

The operator CP assesses the fitness of the chromosome in the population; the operator SA checks the
termination conditions of the algorithm of the GA method; the operator SE selects chromosomes; the operator NP
forms a new population of descendants from the selected chromosomes by the operator SA. After executing the
operator SE, we trangit to the operator SA.

The operator tuple (12) forms an agorithm similar to the one described in [8, 11].

4. An empirical model of the remainder V(X(t))

In general, the empirical model (1) includes three components — a trend ys(t) that can be described by a
polynomial of a degree ns, a harmonic component G(t) and a remainder \7()‘((t)) which is a function of external
factors X(t).

After the results of observations of the value Y(t) the components of the process ys(t) and G(t) are determined,

we subtract the values of yy(t) and G(t) from the number series Y(t). As aresult, we obtain a new number series

Y(x(t) = Yelt)- G(t)- vit), (13)

which will be approximated by a polynomial of degreev

-1 0

Tx0)=8 2 O 07 a4

i=0 j=1

where M is the number of terms of the polynomial; n — the number of factors that are arguments to the function
V()‘((t)) (size of the vector X(t)); a — are the coefficients of the polynomial; S — the degree of arguments that must

n
setisfy the constraint é s En.
j=1
The number of terms of a polynomial M is determined by the formula:

M = ("VJ!’HT) . (15)

As aresult of monitoring the process, the researcher has a set of experimental values i(i(t)) and X(t). Then,
using the method of least squares, one can determine the parameters of the empirical model (14).

In practice, as arule, the structure of the modedl (14) is unknown, which leads to the necessity of an arbitrary
choice of both the number of functions and the form of the functions themselves in the model (14). To select the
structure of the model (14) for a given degree of polynomial v, an inductive method for self-organizing models was
suggested [6].

The implementation of the inductive method of self-organization of modelsis carried out in stages. the first stage

is the generation of candidate models (in a certain order of increasing complexity); the second stage is the selection of
the best model according to one of the selection criteria (regularity or minimum off set).

Of the three ways of generating candidate models [6], the combinatoria algorithm of MGAA [8] is the most
attractive one [7] since it makes it possible to obtain a modd (14), in which its arguments manifest themselves
explicitly.
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The disadvantage of the combinatorial agorithm is the need to search through a large number of candidate
models the number of which is2"11.

To solve the problem of large dimension, which isinherent in the combinatorial agorithm, we apply the genetic
approach. As an empirical model, we will consider the polynomial (14) of degreev.

We form an ordered structure M in length in which the unit or zero will stand in the i-th place, depending on
whether the parameter g of i =1,M mode (15) is different from zero, or zero. As before, such an ordered structure
consisting of zeros and ones will be called a chromosome.

Thus, the problem of synthesizing the empirical model will be formed as follows. from the initial population of
chromosomes, by means of evolutionary selection, choose a chromosome that provides the best value of the

adaptation function (the minimum value of the selection criterion (20) or (21)). The algorithm for solving the problem
is developed and described in studies[8, 11].

5. An example of synthesis of an empirical model of a complex process based on the principles of genetic
algorithms

We apply the devel oped method of synthesis of mathematical models of complex processes on the principles of
genetic agorithms for constructing a mathematical model of the water level in the river Dniester, depending on
weather conditions.

The necessary information was collected (Nyzhniv village, Ivano-Frankivsk region) by monitoring the water
level and the parameters that characterize the meteorological conditions— air temperature, precipitation, average wind
speed and average daily barometric pressure. As a result of the observations, a numerical series of experimental data
containing N=160 points was obtained.

AnalysisY; of changes in water level in the Dniester river shows that thereisatime trend ys(t), which islinear in
nature, and there is aso a harmonic component G(t).

From the time series Y(t) alinear trend was identified
vo(t) =ap +at, (16)

where 6, 6, arethe parameters of thelinear trend.

The coefficients of the model (16) are determined by the method of least squares. As a result of the calculations,
the following values of the coefficients of the linear trend were obtained: 9,=308.5712, 9;=-0.4484.

After separating the linear trend yy(t) from the numerical series Y(t) (Fig. 1), anew numerical seriesis obtained
containing the components G(t) and \7()‘((t)) :

In the Matlab environment, a program for separating the harmonic component G(t) was created. The maximum
number m=30 of frequencies was chosen; the number of observation points N=160 for building a model was chosen;

probability of crossing P.=0.9; the probability of a mutation was P,=0.1. The maximum number of coefficients of the
model (2) that were determined was 2m+1=61; 8 of which are zero.

The result of the program reproduces Fig. 1, wherethe“0” sign is marked with experimental data after the linear
trend yy(t) is extracted from them, and “+” istheresult of calculation of G(t) according to the moddl (2).

After separating the linear trend and the harmonic component from the experimental data, a residual component
is obtained

Y(x(t) =Y - (G(t)+ ys(t)-

The value i(i(t)) isafunction of the parameters that determine the weather conditionsin the observation area.

At the same time, the water level in the river depends not only on the current amount of precipitation, but also on the
precipitation that fell out the day before[2, 16]
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Ye(x(t) =i (T(t). £ () £t~ 1) £t 20K, £ K)n(e). plt)), (17)

where T(t) is an average daily air temperature, °C; f(t) is precipitation, mm / day; v(t) is average daily wind speed,
m/s; p(t) isaverage daily barometric pressure, mm. gt; k istime shifting.

Based on the numerical experiments, it was found that k=1,2,3. Thus, the dependence (17) will be a function of
seven variables

Ye(x(t)) =i (Tt). £(t) £ (t- 1) £ - 2). £ (- 3)n(t). plt))- (18)

We will consider the section of the river that is being monitored as a certain system characterized by a set of
input quantities X(t) = (x(t), %, ()., x,(t))" and an output quantity Y(x(t)). For the case under consideration —
x(t)=T(), %)= Ft). x{t)=ft- 1), x=f{t- 2), %)=t 3), x(t)=n{t). %)= plt).

The numerical series of the residual component i(i(t)) will be approximated by the polynomial (15) of degree

v=4. The degree of the polynomial was chosen from the condition of providing a certain “freedom” of choosing the
degree v of the polynomial (14) by an algorithm for constructing mathematical models of complex processes on the
principles of genetic algorithms.

Based on the deve oped algorithm [7, 8], using a genetic algorithm, a program was written in the Matlab environment
for congtructing a mathematical mode of the residual component. The deve oped program alowed synthesizing a model
having 144 non-zero (from the total number M=300) and 156 zero parameters, a polynomia (14).

It is necessary to determine the sum of the three components of the dependence (1) for each discretetime t to
learn the empirical model of the water level change of the Dniester, depending on the weather conditions.

Fig. 2 shows the results of calculations using the empirical relationship (1), where "+" denotes the computed
values for model (1), and the "0" sign indicates the experimental values of the water level in theriver Dniester. It can
be seen from the graph that there are quite satisfactory coincidences between calculated and experimenta data.

Fig. 1. Harmonic component of the oscillatory process Fig. 2. Dependence of the water level
of water level change (the Dniester River). in the river Dniester from weather conditions.

The adequacy of the model was verified using the correlation coefficient between the actual values Y.(t) and the
values Y(t) at the output of the model (1). The calculated value of the correlation coefficient was 0.9662, which
indicates a high degree of similarities between the calculated and experimental values of the water level of the
Dniester.
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The obtained empirica model (1) can be used to predict the water level depending on the weather conditions. To
implement such a forecast, a forecast of the parameters characterizing the weather conditions is necessary for a
certain depth of the forecast. For this purpose, the method of empirical models described above can be used on the
principles of genetic algorithms.

6. Conclusion

The inductive method was improved for constructing the empirical models of complex processes based on the
principles of genetic algorithms, which made it possible to obtain models of optima complexity and simplify the
procedure for obtaining them. The case is considered when the process model can be represented as the sum of three
components, i.e. a trend in the form of a polynomial of a certain degree, a harmonic series with non-multiple
frequencies and aresidual.

On the basis of the proposed method, an algorithm and corresponding software have been developed. Their
working capacity is confirmed by a test example of building an empirical model for the water level change of the
Dniester River.
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IToOGynoBa emmipu4HUX MoAe/Ieid CKJIATHUX KOJUBAJIBHUX NMPOLECIB
3 HEKPAaTHUMH YaCTOTH HA NPUHUUNAX FTeHETHYHHUX AJITOPUTMIB

Muxaitno [N'op6iituyk, Onbra bina, Haranis Jlazopis

leano-@pankiecvrutl HAYIOHANILHUL MeXHIYHUI YHIsepcumem Hagmu i 2azy, éyi. Kapnamcoka, 15,
leano-®panxiscovr, 76019, Vkpaina

AHoTalisa

Po3po0ieHuii MmeTon moOYI0BU eMITIPUYHUX MOJENEH CKIAIHUX IMPOICCIB HA OCHOBI FCHETUUHHUX AJTOPHUTMIB,
IO JI03BOJISIE, IIOPIBHSIHO 3 IHAYKTUBHUM METOJOM CaMoOOpraHizamii Mojeied, 3HAa4HO CKOPOTHUTH BHUTpPATH
MaIIMHHOTO Yacy Ha iX peaiizaliro. BukopucTaHuid miAXix, IO JO3BOJISE CKIAAHY MOJETbh PO3IIISAATH SIK
KOMITO3HIIII0 TPHOX CKJIAJOBHX — JIHIMHOTO TPEH/a, KOJIMBAIBHOI CKJIAJO0BOI 3 HEKPATHUMH YaCTOTaMH 1 PiBHSHHS
perpecii, 1o crpomrye nporec MoOyA0BH CKIagHuX Mozenei. /s peasizanii 3anpornoHoBaHOTO METOIY PO3pOOIIEHO
aNropuTMiYHE 1 mporpamHe 3a0e3nedyeHHs. Ha KOHKpeTHOMY TpHKIIa/i 3aJI€KHOCTI piBHA Boau B p. JlHicTep Big
MIOrOTHUX YMOB ITOKa3aHO, 1[0 MOJIEJIb, IT00Y/I0BaHA HA OCHOBI 3alPOIOHOBAHOTO METONY, 3 JOCTATHHOK TOYHICTIO
OITUCYE MOBEIIHKY CKJIQJHUX TpoleciB. OTpUMaHa eMIipuuHa MOJeIb MOKe OyTH BUKOPUCTaHa JUIs IPOrHO3YBaHHS
PIBHSI BOJIM 3aJI€XKHO BiJ| TOTOTHUX YMOB.

KawuoBi cj1oBa: CKIagHHNA MPOIEC; €MIIPUYHA MOJEb; TEHETHYHUN aJrOpUTM; €KCIIEPUMEHT; MPOTrpPaMHE
3a0e3reyeHHs.



