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Po3risinyTo ajaropurvMm Kjacrepusauii nis ayxe Beqaukux 6a3 ganux (VLDB) mpu
BUKOPUCTaHHI B 00po0ui 300pa:keHn i Bimeo. BuHsiTKOBa raay3p 3acTOCyBaHHSI MOTpedye
NpeACTAaBJIeHHs] BUXIIHMX JaHUX Y BHIJIAAI OaratoBuMipHuXx BekTopiB. Came TOMY
3amponoHOBaHO MAaTpu4Hi Moaupikauii TpaguuiiiHux MeToaiB K-Men0imiB, po3oUTTS HABKOJIO
menoinie (PAM), kaacrepusanii Beaukux aoaatkie (CLARA), a tako:k CLARA Ha ocHoBi
nosinbHOro momyky (CLARANS). IIpoanasiizoBaHo nepeBaru Ta HeI0JiKH X MeTO/IIB.

Karwuogi ciioBa: 06po6ka Bizeo, VL DB, k-menoingn, PAM, CLARA, CLARANS.

Clustering algorithms for Very Large Data Bases (VLDB) are observed in application
with image and video processing. Such a specific case requires initial data presentation as
multidimensional vectors. That is why matrix modifications of traditional k-medoids,
Partitioning Around Medoids, Clustering LARge Applications and CLARA based on
RANdomized Sear ch methods are proposed. Benefits and drawbacks of them all ar e examined.

Key words: video processing, VL DB, k-medoids, PAM, CLARA, CLARANS.

I ntroduction

Multidimensional data clugtering aims at finding so called groups (classes, clusters, segments) of surveyed
objectsin information arrays being analyzed, which is an important part of datamining [1-5]. Itsresultsarewiddy
used for many applications. At the sametime, there are quite alot of practical tasks connected with processing of
varied media, logical data, text and images, but the most popular and well-studied methods of cluster analyses
become ineffective because of huge amounts of data heeded to be processed.

Clustering algorithms for very large databases (VLDB) [1, 5], which form a separate branch in cluster
analyses, turn out to be ahead of others for solving such kind of problems. One of the prime algorithms of such a
type is CLARANS (Clustering Large Applications based on RANdomized Search) [6] based on well-known k-
medoids method, PAM (Patitioning Around Medoids) [1] and CLARA (Clugtering LARge Applications)
algorithms, which are quite effective for processing not very large dataarrays.

For the most part of existing clustering algorithms it should be noted that data to be processed are
defined as multidimensional vectors forming traditional data table or multidimensional vector sequences
(in case data are sequentially obtained for processing). At the same time, initial video processing
information is usually presented in a matrix form, in which case this form may contain the whole image or
its fragment. It is clear that in order to use some existing clustering methods for image processing, initial
image should be vectorized somehow and devectorized to initial form after its processing.

The article presents CLARANS method modification that copes with initial data in a form of (m” n) -

matrix x(Kk) :{xiliz(k)},il =12,..miy,=12..nk=12,..N isanumber of observation in the analyzed data

aray. By doing so, it is considered that the whole of this array should be divided into p clusters, each of which
may be described based onits centroid c(1),1 =1, 2,..., p defineddsoinaformof (m” n) -matrix.
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Matrix modification of k -medoids method
As the classical k -means clustering method [5] is closdly related to least squares criterion and
Euclidean metric, k -medoids method is based on a matrix metric and least modules criterion which
ensures its robustness to outliers. Suppose x(k) and w(l), then there exist (n” 1) -vectors with the
following distance between them:

n
D(x(k), (L)) =l x(K) - c(1) 1= & 1% (k) - G ()1, &)
i=1
and the medoid is selected among available observations, for which the sum of distances within clusters (1)
isminimal. It is not essentially hard to calculate the medoid-center, which components are the medians of
corresponding components of each cluster el ements.
At the same case, when x(k) and c(l) are (m” n)-matrices, it is suggested to use the following

distance instead of (1).
DX, c)=a a 1%, 6, ) E1n1-x(K)- w() I, @
i7=1 =1
where I, 1, e (m” 1) -and (n” 1) -vectors, formed by unities | x(k) - w(l) |={|xi1i2(k)- W,liz(|) [+.

The process of finding medoids-centers can be implemented as follows:
i). Randomly select p observations x(k) from data array and set them as initial medoids-centers

co(),1=12..,p.

ii). Assigntherest N - p observations to the cluster with centroid that is nearest to each observation
according to (2).

iii). In each cluster adjust all components of observations X, (k) in increasing order and find the

median for each component med X, (k).
iv). Form a new centroid for each cluster ¢;(1) ={med Xiji, (k)}.

V). Repeat stepsiii), iv) until

D(g ().G () Ee "I, k)
vi). After fulfillment of (3), set G +1(1) =c(l) and calculate radius of each cluster as follows
R(I) =argm|?x D(c(l), x(K)T (1)) . (@)

The above method is efficient for not large N, but for very large data volumes enormous
calculations for each observation in connection to the medoids reduce the method usage.

Matrix modification of partitioning around medoids
PAM method is more effective from computational point of view, as it does not calculate centroids,
but sets existing observations to medoids of clusters.
Tofind p medoids, PAM starts from arbitrary selection of p image-matrices, much like it is done

in k -medoids method. Further, at each iteration of the method, replacement of selected observation x(k)
is made to not yet selected image x(q) from available sample set, until clusters will be eventually formed.
To estimate the replacement of x(k) to X(q) , cost Cyq is calculated at each iteration for all therest
of thedata x(r). In such a case, the cost is a distance function between observations
DOX(K), X(@)) = I [ X(K) - X(0) |1 (5)

During the replacement four different situations may occur.
i). Suppose x(r) belongs to the cluster with medoid x(k) at some iteration of the algorithm. Let

X(r) becloser by distance (5) to x(t), than x(q), i.e
D(x(r), x(@)) * D(x(r), x(t)) (6)
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where x(t) is the second medoid close to x(r). Thus, if x(k) is replaced to x(q) as a medoid, x(r)
moves to cluster presented by x(t) . In such a case, the cost of replacement can be calculated as follows
Crkg = D(X(r), x(1)) - D(x(r), x(k)), (7)
and it is non-negative.
ii). Suppose x(r) belongs to cluster presented by x(k), with this x(r) is ‘less common’ to x(t)
rather thanto x(q), i.e.
D(x(r), x(@)) < D(x(r), X()) - (8)
Then, if x(K) isreplacedto x(q), x(r) will berelated to cluster presented by x(q) . Thus, the cost
of replacement equals to
Crkg = D(X(r), x(@)) - D(x(r), x(k)) . 9)
Unlike (7), it may be positive and negative aswell, depending on image similarity to x(r): x(k) or x(q) .
iii). Suppose x(r) does not belong to cluster presented by x(k), and x(t) is arepresentative of this
cluster. Further, let x(r) be closer to x(t) than to x(q). Then, even if x(k) is replaced to x(q), x(r)
remainsin cluster presented by x(t) anyway. In this circumstances, the cost is
Cikg =0. (10)
iv). Suppose x(r) belongsto cluster presented by X(t) , but x(r) islesscloser to x(t) thanto x(q) .
Then, the replacement of x(k) to x(qg) leads to transfer of x(r) to cluster x(g) from x(t). In this
circumstances, the cost equals
Crkg = D(X(r), x(a)) - D(x(r), x(t)) (11)
and it is always negative.
Combining all thefour cases, it is clear that the total cost of the replacement of x(k) to x(q) is
TCyq =& Criq - (12)
r
This algorithm can be presented by the schema presented on Fig. 1.

< Begin >

Select p arbitrary image-matrices
x(k) as initial cluster representatives.

)

Fig.1. Method of partitioning around medoids
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Although PAM method does not define medoids-centers, its implementation requires computations
of distances, which makes it ineffectivefor quite large databases.

CLARA method
CLARA is an extension of PAM designed for large sample collections. Instead of searching for
medoids of clusters in the whole sample set of N aobservations, this method finds medoids in each
subsample that is much less by volume. For this purpose, several randomly selected subsamples are
processed. The authors of this method have experimentally shown [7] that for the most part of tasks solved
by them it was sufficient to form five subsamples containing 40+ 2p observations in each. This algorithm

can be presented by the following schema (see Fig. 2).

{ Begin >

y

1) For 1=1,2,3,4,5 continue the steps.

i) Randomly select 40+2p observations from current
" sample and find p medoids using PAM.

A 4

i) Identify which of p medoids is closer (in the sense of
iii

dissimilarity (5)) to each image x() from the whole sample.

A4

Calculate cost 7C},. according to (12) and, if it is less then
the minimum value obtained at the 2-nd step, go to t+1.

A 4

Form a cluster for cach of the obtained medoids
and calculate its radius according to (4).

v)

Fig. 2. CLARA method

The authors of the method have shown its effectiveness for sample collections with nearly 1000
observations (that is not that much for video samples). Though thereis arisk of 1oosing some information
contained in analyzed observations.

CLARANS modification
CLARANS method is based on PAM and CLARA.. Clustering process is treated as searching on the

graph Gy, . each of its nodes corresponds to one of p medoids. Cost is assigned for each of the nodes,
which is defined by the distance between each of N - p anaysed images and current medoid values and
calculated using equation (12).

It should be mentioned that earlier described PAM method also can be treated as searching Gy

graph minimum. With this, all the neighbours of current node are analyzed at each step (equations (5)-
(12)), and then the current node is replaced by an observation that provide maximum decrease of the cost.
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Such process continues until global minimum is reached. Thus, at each iteration it is necessary to analyze
p(N - p) distances, which istoo difficult for large N .

Apparently, CLARA analysis takes less images, and it is restricted to a subgraph of less
dimensionality Giag+2p), p <Gn, p though, as it has been mentioned above, thereis arisk of loosing data

with important information.

CLARANS does not analyze each image at each node. Also it is not restricted to a subgraph only.
For each node it randomly forms an area of local neighbourhood.

Clustering process based on modified CLARANS method can be implemented in the following
sequence of steps.

i). Specify method parameters ‘numlocal’ and ‘ maxneighbor’, assign i =1 and define * minconst’.

if). Select arbitrary graph node Gy, and specify it asa“current’ one.

iif). Set j=1.

iv). Randomly select and image-neighbour S for the ‘current’ and according to equation (12) count
costs for the‘current’ and S.

1ii) Calculate the cost for the 'current’ and S.

If i <’ numlocal’, repeat from ii).
vi)

vii) Calculate radii of clusters and memberships levels.

Fig.3. Modified CLARANS method
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V). If thecost of S islower, set S as‘current’ and repeat from step iii).

vi). Otherwiseincrease j to (j+1) andif j £'neighbor', repeat from step iv).

vii). Otherwise if j>‘neighbor’, compare the cost of ‘current’ with ‘minconst’. If the cost of
‘current’<*minconst’ assign ‘ minconst’=‘ current’.

viii). Increase i by 1 (i =i +1), andif i <*numlocal’ finish, otherwise repeat from step ii).

After p=‘numlocal’ clusters are formed, radius of each cluster can be calculated in addition
according to equation (4). Moreover, as clusters almost always overlap in real-world applications
(especially in image processing), levels of membership image to each cluster can be calculated. With this,
if the distance between observation x(k) and medoid c(l) equals D(x(k),c(l)), then the level of

beonging x(k) to c(l) can be defined using the equation
D™ (x(k), (1))

a D™ (x(k), c(@))
g=1

Data processing algorithm based on modified CLARANS may be presented by the scheme
shown on Fig. 3.

It is clear that clustering effectiveness depends greatly on the correct selection of parameters
‘maxneighbor’ and ‘minconst’, that requires users qualification. It is also clear that the more
‘maxneighbor’ value is (under the limit N- p=N- ‘numlocal’), the more the process is alike to PAM
and the more complicated it is. Thus, subjectivity level here is quite big, which is actually always present
in tasks connected with sdf-learning paradigm, though it does not prevent finding acceptable solutions.

m(x(k), c(1)) =

(13)

Conclusion
Modification of CLARANS method has been proposed, which is designed for clustering in very
large databases (VLDB). The proposed modification copes with processing in a matrix form, and fuzzy
clustering is applied for situations with overlapping clusters. The method is simple in implementation and
does not need any complicated computations.
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