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Abstract: The positivity and asymptotic stability of
descriptor linear continuous-time and discrete-time
systems with interval state matrices and interval
polynomials are investigated. Necessary and sufficient
conditions for the positivity of descriptor continuous-
time and discrete-time linear systems are established. It
is shown that the convex linear combination of
polynomials of positive linear systems is also the
Hurwitz polynomial. The Kharitonov theorem is
extended to the positive descriptor linear systems with
interval state matrices. Necessary and sufficient
conditions for the asy mptotic stability of descriptor
positive linear systems have been also established. The
considerations have been illustrated by numerica
examples.

Key words interva, positive, descriptor, linear, system,
gahility, extension, Kharitonov theorem.

1. Introduction

A dynamica system is called positive if its state
variables take nonnegative values for all nonnegative
inputs and nonnegative initial conditions. The positive
linear systems have been investigated in [1, 5, 11], and
the positive nonlinear systemsin [6, 7, 9, 17, 18].

Examples of postive systems are industria
processes involving chemical reactors, heat exchangers
and digtillation columns, storage systems, compartmental
systems, water and atmospheric pollution models.
A variety of models having positive linear behavior can
be found in engineering, management science,
economics, social sciences, biology, medicine, etc.

Positive linear systems with different fractional
orders have been addressed in [3, 12, 14]. Descriptor
(singular) linear systems have been analyzed in [9, 13,
15, 16, 20, 23] and the stability of a class of nonlinear
fractional-order systems in [6, 18, 26]. Fractional
positive continuous-time linear systems and their
reachability have been addressed in [10]. The
application of the Drazin inverse to analysis of
descriptor fractional discrete-time linear systems has
been presented in [8], and the stability of discrete-
time switched systems with unstable subsystems in
[24]. The robust stabilization of discrete-time positive
switched systems with uncertainties has been

addressed in [25]. A comparison of three methods of
the analysis of descriptor fractional systems has been
presented in [22]. The sability of linear fractional
order systems with delays has been analyzed in [2],
and the simple conditions for practical stability of
positive fractional systems have been proposed in [4].
The stability of interval positive continuous-time
linear systems has been addressed in [19].

In this paper, the positivity and the asymptotic
stability of descriptor continuous-time and discrete-time
linear systems with interval state matrices will be
investigated.

The paper is organized as follows. In section 2, the
positivity of descriptor continuous-time linear systemsis
addressed. A convex linear combination of Hurwitz
polynomials and extension of the Kharitonov theorem
for linear continuoustime systems is presented in
section 3. The stability of descriptor positive linear
systems with interval state matrices is analyzed in
section 4. The positive descriptor discrete-time linear
systems are addressed in section 5, and their stability in
section 6. The stability of descriptor positive discrete-
time linear systems with interval date matrices is
investigated in section 7. Concluding remarks are given
in section 8.

The following notations will be used: A —the set of

real numbers, A"™ — the set of n” m red matrices,
AT™ _theset of n” m rea matrices with nonnegative
entries, and AT =AT, M, —theset of n" n Metzler
matrices (real matrices with nonnegative off-diagonal

entries), 1, —the n” n identity matrix.

2. Positivity of descriptor continuous-time linear
systems
Consider the autonomous descriptor continuous-time
linear system
B = Ax,
x=xt)T A" is

2.1)

where the dsate vector and

E,Al AN,
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It is assumed that

det[Es- A]! O for some si C,

where C isthe field of complex numbers.
In this case system (2.1) has a unique solution for

(2.2)

admissibleinitial conditions, x; = x(0)T A".

It is well-known [20] that if (2.2) holds, then there
exists a pair of nonsingular matrices P,QT A™ " such
that

él,s- A 0 u
PEs- AQ=¢ " e U
e © S- Iny
AT AWM NT AM M2 (2.3)
where m =deg{det[Es- A} , and N is the nilpotent
matrix, i.e. N™=0, N™110 (u is the nilpotency
index).

To simplify the considerations, it is assumed that the
matrix N has only one block. The nonsngular matrices P
and Q can be found, for example, by the use of
elementary row and column operations[20]:

1. Multiplication of any i-th row (column) by the
number ¢! 0. This operation will be denoted L[i™ ]
(Ri"c]).

2. Addition to any i-th row (column) of the
j-th row (column) multiplied by any number ¢ 0.
This operation will be denoted L[i+ |  c]
(Rii+j" c]).

3. Interchange of any two rows (columns). This
operation will be denoted L[i, j] (R, j]).

Definition 2.1. Descriptor system (2.1) is caled

(internally) positive if x@®)T AT, t30 for al

admissible nonnegative initial conditions x(0)T A .

Definition 2.2. A real matrix A=[g;]l AT s
caled a Metzler matrix if its off-diagonal entries are
nonnegative, i.e. ;2 0 for i* j. The st of n" n
Metzler matrices will be denoted M, .

Theorem 2.1. Descriptor system (2.1) is positive if
and only if the matrix E has soldy linearly independent
columnsand thematrix AT My, .

Proof. Knowing ry = deg{det[Es- A]} and rank E,
we may find the nilpotency index m=rank E- ny +1 of

the matrix N. Using a column permutation of E, we
choose its my linearly independent columns as its first

columns. Next using elementary row operations, we

. él, Ou
transform the matrix E to the form @& g and the
80 Ng
. éA O0u
matrix A tothe form éo | a-
é n2Q

From (2.3) it follows that system (2.1) has been
decomposed into two independent subsystems

fo = Axg, 1 A™ (2.4)
and
N&Z = X2, X2T Anz y (253.)
where
R €xq U
Qx=aty (2.5b)
ol
and Qand Q° Lae permutation matrices.
It is well-known [5, 11] that the solution

x =€y (0) of (2.4) is not negative if and only if
AT M, and the solution x, of (2.5) is zero for

t>0.
Definition 2.3. [5, 11] Positive system (2.4) is called
asymptotically stable if

%m % (t) =0 for al admissible x (0)T AL, (2.6)
t® ¥

Theorem 2.2. [5, 11, 13] positive system (2.4) is
asymptotically stableif and only if one of the equivalent
conditions is satisfied:

1) All coefficients of the polynomial

det[l,s- A]=s" +arh_ls;rh'1+...+als;+a0 (2.7)

arepositive, i.e. g >0 for k=0,1,...,m - 1.

2) All principal minors M;, i=1..mn of the
matrix - A arepositive, i.e.

-3
-dy

kW)

My =|-ay[>0, My = -y

>0,

(2.8)
My, =det[- A]>0.

3) There exists a drictly positive vector

| =[l; L 141", 1x>0, k=1..,n suchthat
Al <Oor All <0. 2.9)
If det At O , then we may choose | :-Al’lc,

where ¢ A™Misany strictly positive vector.
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Example 2.1. Consider descriptor system (2.1) with
the matrices

€ 0 0 2y €@ 1 0 -4
0 1 -8 -4 44
E:gO 0 a, A:? 0 U, (2.10)
€ -2 0 ou € 6 1 O0u
a é a
d 0 0 -2 ga -1 0 43
Condition (2.2) for (2.10) is satisfied since
0 -1 0 2s+4
-1 s+4 0 -2s-
det[Es- Al = =
s -2s-6 -1 0 (2.12)
-1 1 0 -2s-
=-25?- 10s- 12
and m=2. In this case rankE =3

andm=rankE- m +1=2.
To transform the matrix Es- A with (2.10) to the
desired form

élos- A 0 u

¢ (2.12)
& 0 Ns-lf
£ 1p 0 1§
WithAlzg ﬂ N:(A30 ﬂ the following
€0 -30 & o

elementary column operations R4’ %] , R4,] and
elementary row operations L[2+4" (-1)], L[4+1 1],
L[3+2" 2] have been performed.

In this case, the matrices Q and P have the form

€0 0 0 1u gL 0 0 0u
() u a ]
0 1 0 0 0 10 -1
Q=% u,ngo u (213
€© 0 1 ou € 2 1 -20
e u a U
& 0 0 Of & 0 0 13

Note that the matrix A defined by (2.12) is the
stable Metzler matrix and the descriptor system with
(2.10) is positive and asymptotically stable.

3. Convex linear combination of Hurwitz
polynomials and extension of the Kharitonov theorem

Consider the st (family) of the n-degree
polynomials
P ()= a,s" +a,.1s" .. tasta (319
with theinterval coefficients
a£a£a,i=0L...n. (3.1b)

Using (3.1),
polynomials

we define the following four

Pin(S) = 8y + ayS+8,S° +3g8° +ays” +a58” + ...,

Pon (S) = 8g + 8y S+a,S° +ags° +a,s* +ass +.. 32
_ — ., = 3.2

Pan(S) = 8g + ayS+ayS” +a3g8° +ays” +a58” + ...,

Pan(s) = ap + &yS+a,s°

Theorem 3.1. (Kharitonov Theorem) Set of
polynomials (3.1) is asymptotically stable if and only if
the four polynomials (3.2) are asymptotically stable.

Proof. The proof isgivenin [21, 20].

The polynomial

+ags> +23,8" +agS +... .

p(s):=s"+a,. 15" 1 +..+as+ay (3.3)
is called Hurwitz if its roots s, i =1,...,n sdtisfy the
condition Res<0 for i =1,...,n.

Definition 3.1. The polynomia
P() = (1- k) py(9) +kpy(s) for kT [0,1]
iscalled a convex linear combination of the polynomials

(3.4)

p(s)=s" +a, s+ . +astag,
py(s) =5" +hy, sV L+, +bys+hy.

Theorem 3.2. Convex linear combination (3.4) of
Hurwitz polynomias (3.5) of the positive linear system
is also a Hurwitz polynomial.

Proof. By Theorem 2.2, polynomials (3.5) are
Hurwitz if and only if

(35)

g >0andby >0 for i =0,1,...,n- 1. (3.6)

Convex linear combination (3.4) of Hurwitz
polynomials (3.5) isa Hurwitz polynomial if and only if

(1- k)a; +k >0 (3.7
for kT [0,]]and i =0,1,...,n- 1.

Note that conditions (3.7) are always satisfied if
(3.6) halds.

Therefore, convex linear combination (3.4) of
Hurwitz polynomias (3.5) of the positive linear system
is always a Hurwitz polynomial.

Example 3.1. Consider convex linear combination
(3.4) of the Hurwitz polynomias

2
= 2

pi(s) =s° +5s+2, 38)

pz(s):sz+35+4.

Convex linear combination (3.4) of polynomials
(3.8) isaHurwitz polynomial since
(1- k)5+3k =5- 2k>0 and

(1- K)2+k4=2+2k>0 for k] [0,1]. (3.9)
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The above considerations for two polynomias (3.5)
of the same order n can be extended to two polynomials
of different orders[19].

Consider the set of podtive interval linear
continuous-time systems with the characterigtic
polynomials

() = Pps” + P 1S+t PSPy, (3.108)

where

O<pEpER, i=01..n (3.10b)

Theorem 3.3. The positive interval linear system
with characteristic polynomia (3.10a) is asymptotically
stableif and only if conditions (3.10b) are satisfied.

Proof. By the Kharitonov Theorem, the set of
polynomials (3.10) is asymptotically stable if and only
if polynomials (3.2) are asymptotically stable. Note
that the coefficients of polynomials (3.2) are positive
if conditions (3.10b) are satisfied. Therefore,
by Theorem 2.2, the positive interval linear system
with the characteristic polynomials (3.10a) is
asymptotically stable if and only if conditions (3.10b)
are satisfied.

Example 3.2. Consider the positive linear system
with the characteristic polynomial

p(s) = ags® +a,5°ay S+ 8y (3.11a)
with theinterval coefficients
05£a3£2 1£a, £3
(3.11b)

04£8 £15 03£ay£4
By Theorem 3.3, the interval positive linear system
with (3.11) is asymptotically stable since the coefficients
a, k=0,1, 2, 30f polynomial (3.11a) are positive, i.e.
the lower bounds are positive.
4. Stability of descriptor positivelinear systems
with interval state matrices

Consider the autonomous descriptor positive linear
system

BX = AX, 4.0

where x=x(t)T A" is the state vector, ET A" " is

constant (exactly known) and AT A" " is an interval
matrix defined by

AE AE A or equivalently AT [A A]. (4.2)
It is assumed that
det[Es- Al 0 and det[Es- Al 0 (4.3)

and the matrix E has only linearly independent columns.

If these assumptions are satisfied, then there exist
two pairs of nonsingular matrices(R,Q;), (P,Q,) such
that

élps- A 0 u

AEs- A =¢™ |

g NS=1n, g
ATAMD NTAR D2 n+n,=n, (449

and

P[Es- AIQ, =€ — u,

€ 0 Ns- In, 4
AT AT NTA®R ™ m+m,=n, (44b)
where n =deg{det[Es- Al} and

ny, = deg{det{Es- AJ} .

Theorem 4.1. If the assumptions are satisfied,
then interval descriptor system (4.1) is positive if
and only if

AT My and AT Mg .

Proof. The proof is similar to the proof of
Theorem 2.1.

Definition 4.1. Descriptor interval positive system
(4.1) is called asymptotically stable (Hurwitz) if the
system is asymptotically stable for all matrices E, A,
Al [AA].

(4.5)

Theorem 4.2. If the matrices A and A of positive

system (4.1) are asymptotically stable, then their convex
linear combination

A=(1- k)A+KA for O£k £1 (4.6)

isaso asymptotically stable.
Proof. By condition (2.9) of Theorem 2.2,
if the positive systems are asymptotically stable,

then there exists a strictly positive vector | 1T Al
such that
A <0and A <0.
Using (4.6) and (4.7), we obtain

(4.7)

A =[(1- K)A+KA]l =(1- K)A +kA <0 (4.8)

for 0Ek£1. Therefore, if the matrices A and A

are asymptotically stable, and (4.7) hold, then the
convex linear combination is also asymptotically
stable.
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Theorem 4.3. Interval descriptor positive system
(4.1) with (4.2) and the matrix E with only linearly
independent columns is asymptotically stable if and

only if there exists a strictly positive vector | T Al
such that

R,A <0and P,A <0, (4.9)

where B, isthe submatrix of P consisting of its first n

rows.
Proof. If, by assumption, the matrix E has only

linearly independent columns, then | =QI 4T AL with

all postive components for any |41 Al with all

positive components. By condition (2.9) of Theorem 2.2
and Theorem 4.2, interval descriptor positive system
(4.1) with (4.2) is asymptotically stable if and only if
conditions (4.9) are satisfied.

Example 4.1. (Continuation of Example 2.1)
Consider descriptor positive system (4.1) with the
matrix E of the form (2.10) and the interval matrix
A with

@0 -10-20 & -10 -60

5 G0 @ G
A:g 30 2 K:g >0 6l9(410)
& 4 1 00 @ 8 1 ou"™

& -10 25 & -10 6y

The matrices (E, A) and (E,A) satisfy assumptions
(4.3) and the matrix E given by (2.10) has only linearly
independent columns.

In this case
n=dey{ det[ Es- Al}
0 -1 0 2s+2
:deg-l s+3 0 -2s- (4.112)
s -2s-4 -1 o | '
-1 1 0 -2s-

=deg(- 2° - 6s- 4) =2

n = deg{ det{ Es- A}

0 -1 0 2s+6

- deg -1 s+5 0 -2s- (4.115)
s -25-8 -1 0 '
-1 1 0 -2s-

=deg(- 28% - 14s- 24) =2

and from (2.12), we have
R _é1 0 0 0u
2“1 0 -l

Using (49) and (412) for | =[1 1 1 1", we
obtain

(4.12)

€ -1 0 -2udy
N ueu
pa =8 00 Ol -2 0 20dy
010 -8 4 1 0081 1 139
(S Ue ul4.
&l -1 0 2geq
_&3u_&u
& U= gy
€ <u u
and
€ -1 0 -6udy
. N ueu
pA =S 00 0dgl -5 0 6y
@ 10 -6 8 1 oUay
gl 10 63213(4.13@
_&7a_€d
&4 i

Therefore, by Theorem 4.3, the interval positive
descriptor system is asymptotically stable.

5. Positive descriptor discrete-timelinear systems
Consider the autonomous descriptor discrete-time
linear system

Exy =A%, il Z, ={01..}, (5.1)
where x I A" isthe state vector and E, AT A" "
Itisassumed that
det[Ez- A]* 0O for some zi C. (5.2)

In this case, system (5.1) has a unique solution for
the admissibleinitial conditionsx, T AL

It is well-known [20] that if (5.2) holds, then there
exists a pair of nonsingular matrices P,QT A™ " such
that

AT AWM NT AN N2 (5.3)
where n =deg{detf[Ez- A]} and N is the nilpotent

matrix, i.e. N™=0, N™110 (u is the nilpotency
index).
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To ssimplify the considerations, it is assumed that the
matrix N has only one block.

The nonsingular matrices P and Q can be found, for
example, by the use of the e ementary row and column
operations.

Definition 5.1. [5, 11] The autonomous discrete-
timelinear system

X4 = A, AT ATD

is caled (internally) positive if x 1 AT, i1 z, for al

(5.4)

%1 AT
Theorem 5.1. [5, 11] System (5.4) is positive if and
only if
AT AT, (5.5)
Definition 5.2. [5, 11] Positive system (5.4) is called
asymptotically stable (Schur) if

limx =0 foral xg1 A™. 5.6
oy ol As (56)
Theorem 5.2. [11] Positive system (5.4) is

asymptotically stable if and only if one of the equivalent
conditions is satisfied:

1) AIll  coefficients of
polynomial

the characteristic
detl1,(z+1)- Al=2"+a, 2" +..+az+ay (57)
arepositive, i.e. g >0 for k=0,1,...,n- 1.
2) There exists a drictly positive vector
| =[l; L 1,]",1,>0, k=1..,n suchthat

Al <l - (5.8)
Definition 5.3. Descriptor system (5.1) is called
(internaly) positive if xT A}, il z, for al

admissible nonnegative initial conditions xyT Al .
Theorem 5.3. Descriptor system (5.1) is positive if
and only if the matrix E has only linearly independent
columns, and the matrix AT A ™.
Proof. Using the column permutation (the matrix
Q), we choose ny linearly independent columns of the

matrix E asitsfirst columns. Next, using el ementary row
operations (the matrix P), we transform the matrix E to

él, Ou i

the form @ G , and the matrix A to the form
80 Ng

eA

0u
é G. From (5.3) it follows that system (5.1) has
éo Iy a

been decomposed into the following two independent
subsystems

X = Ax s 4T AT Z, (5.9)
and
NXpi =X, X 1 A", i1 Z, (5.10)
where
Ql=ab4. il Z, (5.11)
&X2i 0

and Qand Q° Lae permutation matrices.

Note that the solution g =Axg. il Z, of (59)is
nonnegative if and only if AT A™ ™ | and the solution
X Of (5.10) iszerofor i =1,2,....

Example 5.1. Consider descriptor system (5.1) with
the matrices

© 10-28 & -20 -1
E=¢€ U A=g 23 a- (6.12)
el -2 0 OH §Q VAN o@
@ 0 0-20 & 1 0 -1
Condition (5.2) is satisfied since
0 -1 0 2z-1
-1 z+Z 0 -2z+
det[Ez- Al = 5
V4 -22-§ -1 0 (5_13)
-1 1 0 -2z+
:-222+§z-g
3 3
andmpy=2. In this case rankE=3, and
m=rank E- iy +1=2. Performing on the matrix
€0 -1 0 2z-1u
&l z+2 0 -2z+1
Ez- A=¢ a. (514
6z -2z-2 -1 0 g
&1 1 0 -2z+1§

the following column elementary operations R[4’ %],

R4,1] and the row operations L[2+4 (-1)],
L[4+1" 1], L[3+2" 2] , weobtain

- N

= U N=2z . 5.15
A 10 & o (5.15)

R
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In this case, the matrices Q and P have the forms

€0 0 0 1u gL 0 0 Ou

(S u A Y

0 1 0 O 10 -1¢
o=% U p=¢€ U (5.16)

€0 0 1 0ou & 2 1 -20

& a 8 a

& 0 0 o g 00 1y

By Theorem 5.3, descriptor system (5.1) with (5.12)
is postive since AT AZ? and the matrix Q is
monomial.

6. Stability of positive descriptor discrete-time
linear systems

Consider descriptor system (5.1) satisfying condition
(5.2).

Lemma 6.1. The characteristic polynomials of
the system (5.1) and of the matrix AT A™™ are
related by

det[l, z- Al =cdet[Ez- A], (6.1)
where c=(- )™ det PdetQ .
Proof. From (5.3), we have
élnz- A 0 u
detll,z- Al=(-D™ detée ™ G=
g O Nz- 1,4 (6.2
=(-1)" det Pdet[Ez- AldetQ = cdet[Ez- A].

Theorem 6.1. Positive descriptor system (5.1) is
asymptotically stable if and only if one of the following
equivalent conditionsis satisfied:

1) AIll coefficients of
polynomial

the characteristic
det[lnl(z+1)- Al=

. (6.3)
=2+, 2V T+t aZt ey

arepositive, i.e. g >0 for k=0,1,...,m - 1.
2) All coefficients of the characterigtic equation of
the matrix Ez- A
det[E(z+1)- A]

6.4
:amz”l+§m_lz”1‘l+...+alz+§0:0 (649
are positive.

3) There exists a strictly positive vector
| =[l; L 141", 1,>0, k=1..,m such that

Al <1 . (6.5)

4) There exists a drictly positive vector
M=y L 11", >0, k=1,..,m suchthat

PA <I, (6.63)

where

P=QyPy . (6.6b)

Qn T AM™ consists of n; nonzero rows of
Q, T A% ™ which is built of first n, columns of the
matrix Q defined by (5.3), P, T A™ " consists of ny

rows of the matrix P defined by (5.3), Al A" "™
consists of ny columns of AT A™ " corresponding to
the nonzero rows of in.

Pr oof. Proof of condition 1) follows immediately
from condition 1) of Theorem 5.2. By Lemma 6.1
det[l, (z+1)- A]1=0 if and only if
det[E(z+1)- A]=0. Therefore, the positive

descriptor system (5.1) is asymptotically stable if and
only if all coefficients of (6.4) are positive.
From (5.11) we have

A= Py AQy
and using (5.8) we obtain

Al =R AQ,! <I

(6.7)

(6.9)

for some drictly positive vector | T AL . Premultiplying
(6.8) by Q, and taking into account Q1 =1 and
eliminating from A al columns corresponding to zero
rows of in we obtain (6.6).

Example 6.1. (Continuation of Example 5.1)
Using Theorem 6.1 check the asymptotic stability of
the positive descriptor system (5.1) with the matrices
(5.12).

The matrix A of the system is given by (5.15) and
its characteristic polynomial

gz+E -1 ﬂ
5 2 7
det[l,(z+1)- A]=¢ 54
é u
=0 z+—=_ 6.9
e 34 (69)
:zz+zz+£
6 3

has positive coefficients. Therefore, by condition 1) of
Theorem 6.1, thematrix A isasymptotically stable.
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Characteristic equation (6.4) of matrices (5.12)
det[E(z+1)- A] =

0 -1 0

-1 z+2 0

2z+1
-27-

= (6.10)
z+1 -22-% -1 0

-1 1 0 -2z-

222+ZZ+E:O
3 3

has positive coefficients and by condition 2) of Theorem
6.1, the positive system is asymptotically stable.
In this case, we have

~ € 1ig 00 oy €© 10 -1

P=Q,R, =& G& =é a
n~&% AU _U=S L
& 00 10 -1 & 00 0
gt - (6.12)
R |
=&, 0
e3 Ou
SI
and
el -lu
u . N
€© 10 -Wwgs 15 & od
PA=¢ gé;‘ u=§f U (612)
& 00 %gef o0g & -3Y
e u
&l 1g

Therefore, using (6.6a), (6.11) and (6.12), we obtain

7

L

el 0Ugy an

PA = & lg§3<§3, 6.13)
& -z0°U €l

and by condition (6.6),
asymptotically stable.

the positive system is

7. Stability of positive descriptor discrete-time
linear systemswith interval state matrices
Consider the autonomous descriptor positive linear
system
Exaq = A, i1 Z, (7.1)
where x 1 A" isthe state vector, ET A" " is constant

(exactly known), and AT A™ " is an interva matrix
defined by

AE AE A or equivalently AT [AA].  (7.2)
It is assumed that
det[Ez- A]* 0, and det[Ez- A]* 0, (7.3)

and the matrix E has only linearly independent columns.

If these assumptions are satisfied, then there exist
two pairs of nonsingular matrices(R,Q;), (P,Q,) such
that

élﬂlz- Ai 0 U

AlEs- Mg =g G

ATAMY NTAR D2 n+n,=n, (749
and
_ {Elr—hz- Zl 0O u
B[Ez- AJQ, =¢ _ u,
€ 0 Nz-lgd
AT AT NTA®R ™ m+m=n, (7.4b)

where n;, = deg{det[Ez- A]} and
m = deg{det{ Ez- Al}.
Theorem 7.1. If the assumptions are satisfied, then
interval descriptor system (7.1) with (7.2) is positive if
and only if

AT AN Y and AT AR (7.5)

Proof. The proof is similar to the proof of Theorem
5.3.

Definition 7.1. Positive descriptor interval system
(7.1) is called asymptotically stable (Schur) if the system
is asymptotically stable for all matricesE, AT [A, A].

Theorem 7.2. If the matrices A and A of positive

system (7.1) are asymptotically stable, then their convex
linear combination

A=(1- k)A+KA for O£k £1 (7.6)

isaso asymptotically stable.
Proof. By condition 2) of Theorem 5.2, if the
positive systems are asymptotically stable, then there

exists astrictly positive vector | T A} such that

A <l and A <I . (7.7)
Using (7.6) and (7.7), we obtain
A =[(1- K)A+KA]l 78

=(1- K)A +kA <(1- k) +k =I

for O£k £1. Therefore, if the matrices A and A are
asymptotically stable and (7.7) hold, then the convex
linear combination is also asymptatically stable.

Theorem 7.3. Positive descriptor system (7.1)
with the matrix E with only linearly independent
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columns and interval matrix A is asymptotically
stable if and only if there exists a strictly positive

vector | T A7 such that

PA <I| and PAl <I , (7.9)

where P isdefined by (6.6b).
Proof. By assumption, the matrix E has only linearly

independent columns and | =Ql 4T Al is grictly

positive for any 1,7 AL with all positive components.

By condition 2) of Theorem 5.2 and Theorem 7.2, the
positive descriptor system with interval (7.2) is
asymptotically stable if and only if conditions (7.9) are
satisfied.

Example 7.1. (Continuation of Example 6.1)
Consider positive descriptor system (7.1) with E given
by (5.12) and the interval matrix A with

€O 1 0 040
& a
A:go -07 0O -0.4@,
"8 -061 0
© -1 0 -044
€ 1 0 08u° (7.10)
& a
Z:go -04 0 -08j
&4 -12 1 04
0 -1 0 -08§

We shall check the stahility of the system by the use
of Theorem 7.3. The matrices Q and P have the same
forms (5.16) as in Example 5.1 and 6.1. Therefore, the
matrix P in (7.9) in this case is the same as in Example
6.1, and it is given by (6.11). Taking into account that in
this case

61l 04y ¢l 08y
é ua é U
07 -04Y - 4 -08}
:(?07 o4gandk 0. 089 (7.1)
- &06 U e-12 0u
§-1 -04 §-1 -08
and using (7.9), we obtain
el O4u
_,—_€0 10 -1g07 04“e1u
PA
9500 0 e-O6 0 uglu
e-l -0.4UI (7.128)

&3 Oue1u éll)

“0s ofiRl "4

and

el 08u
— 60 1 0 -w&o04 -08“
A =¢ u €l _

“&5 00 Oue-12 0 81”
e’y ogl | (1)
_ &6 Ouelu élu
o5 o0alklT &l

Therefore, by Theorem 7.3, the positive descriptor
system is asymptotically stable.

8. Concluding remarks

The positivity and asymptotic stability of descriptor
linear continuous-time and discrete-time systems with
interval state matrices and interval polynomias have
been investigated. Necessary and sufficient conditions
for the positivity of descriptor continuous- time and
discrete-time linear systems have been established
(Theorems 2.1, 2.2, 5.1). It has been shown that the
descriptor system is positive if and only if the matrix E
has only linearly independent columns, and the matrix
A is a Metzler matrix, and the convex linear

combination of the Hurwitz polynomials of positive
linear systems is also the Hurwitz polynomial (Theorem
3.2). The Kharitonov theorem has been extended to
positive descriptor linear systems with interval state
matrices (Theorem 5.3). Necessary and sufficient
conditions for the asymptotic stability of descriptor
positive discrete-time linear systems has been aso
established (Theorem 7.3). The considerations have been
illugtrated by numerical examples.

The above considerations can be extended to
positive fractional linear systems. An open problem isan
extension of these considerations to standard (non-
positive) descriptor linear systems.
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MO3UTUBHICTH TA CTIMKICTh
JECKPAIITOPHUX JIHIMHUAX
CUCTEM 3 IHTEPBAJIBHUMUA

MATPUISAMU CTAHY

Taneym Kagopex

JlocnijokeHO — MO3WTHBHICTH — Ta

CTIMKiCTh JECKPUNTOPHUX JIIHIHHUX 4acOBO HENEPEPBHUX

ACUMIITOTUYHY

Ta JHCKPETHUX CHUCTEM 3 IHTEPBAJbHUMH MAaTPHULSIMU
CTaHy Ta IHTEpBaJIbHUMH IIOJiHOMaMH. BcraHOBIEeHO
HeOoOXiJHI Ta JOCTaTHI YMOBH JUISl TO3UTUBHOCTI JIiHIHHIX
4acOBO HENEPEepPBHHUX Ta JUCKpeTHHX cucteM. [lokasaHo,
IO OITyKJa JiHiHA KOMOiHAIlis MOJIHOMIB ITO3UTHBHHX
NiHIHHUX cucTeM Takox € rojaiHoMmoM ['ypsina. [TommupeHo
TeopeMy XapiTOHOBa Ha MO3WTHBHI JECKPUNTOPHI JiHIHHI
CHUCTEeMH 3 IHTEpBAJIbHHMH MATPUIIMU CTaHy. Takox
BCTAaHOBJICHO HEOOXiHI Ta JOCTaTHI yYMOBH
ACUMITOTHYHOI CTIMKOCTI JECKPHUNTOPHHUX ITO3UTHBHUX

JJIs

NiHIHHUX cucTeM. Po3risHyTi npumymeHHs Hpoinroc-
TPOBAHO 3a JIONIOMOI'00 YHCJIOBUX MPUKIAIIB.
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