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NEURAL NETWORK MODEL FOR IDENTIFICATION OF MATERIAL CREEP CURVES USING
CUDA TECHNOLOGIES

This paper addresses the problem of identifying rheological parameters of wood using artificial neural networks with parallel
learning algorithm using Python programming language, Chainer framework and CUDA technology. An intelligent system for
identification of rheological parameters of wood has been developed. The system created contains the most user-friendly interfa-
ce, all the necessary set of tools for automation of the process of visualization and analysis of data. In the process of creation of
the intellectual system, the following tasks were envisaged: to carry out the analysis of artificial intelligence systems and the
analysis of training of artificial neural networks, in particular multilayer neural networks of direct propagation, recurrent neural
networks and the Kohonen neural network; examine the structure of the Chainer framework and its interaction with CUDA, to
conduct existing cloud technologies to accomplish the task; to conduct the analysis of algorithms of studies of artificial neuron
networks, their mathematical providing; to implement parallelization of learning algorithms and to develop the necessary softwa-
re. Using Chainer allows you to create a memory pool for GPU memory allocation. To avoid memory allocation and erasure du-
ring computing, Chainer provides the ability to use the CuPy memory pool as a standard memory allocation without dealing with
memory allocation. An intellectual system to determine the physical and mechanical parameters of a mathematical model of non-
isothermal moisture transfer and viscoelastic deformation of capillary-porous materials was developed. It provides the opportu-
nity to identify parameters of the kernels of creep and relaxation that is written as a linear combination of exponential operators.
The proposed algorithm of approximation and obtained calculated ratios of rheological behavior of wood by means of multilayer
neural network with exponential activation functions in hidden layers allows to increase the accuracy of approximation of experi-
mental creep data. The developed mathematical models can be used to create an automated systems of finite-difference calculati-
on of temperature and moisture content, stress components during the drying of capillary-porous materials with taking into acco-
unt the technological parameters of the drying agent.

Keywords: identification of parameters; parallelization; artificial neural network; python; Chainer framework; CUDA.

] variables, with the exception of parameters that have little
Introduction influence. On the rheological characteristics of wood is
Today, artificial neural networks have become wiinfluenced by such factors as: temperature, humidity, size,

despread to solve a large class of tasks: information procegeed and others. Definition of levels of impact factors on
sing, first of all for identification, emulation, intellectualthe behavior of the material is an actual problem that requi-
control, and predicting time series of arbitrary nature in thes the involvement of advanced technology to solve, such
context of structural and parametric uncertainty. Particias the use of artificial neural networks.
larly urgent is the problem of identifying the parameters of The construction of neural network model is adaptive
wood creep, which is the starting point for establishing thgithout the participation of the expert in the learning pro-
corresponding parameters of mathematical models of nasess that allows you to create a system of decision-making.
isothermal moisture transfer and viscoelastic deformatian particular, based on the numeric values of humid fields,
of capillary-porous materials during drying. The phenomehe decision on the establishment of the following mode of
non of creep occurs in materials of different nature: woodrying or extend the drying process in the currently active
metal, plastics, concrete and others. The physical mechasde.
nisms of creep are individual for each of the materials. Cre- The object of the study ike process of training artifici-
ep studies also show that the process of this process is sigtineural networks to identify the parameters of the materi-
lar at first glance, and different materials require differenfls creep curves.
approaches to describe certain phenomena that are characteThe subject of the studyttse parallelisation of artificial
ristic of the material. neural network training for the task of identifying the para-
Neural networks represent promising computationaheters of material creep curves using Python programming
technologies that provide new postulates to the study lihguage, Chainer framework, and CUDA technology.
control and analytical tasks. The use of neural networks al- Purpose of the work idesign and software implementa-
lows to consider the factors based on which you can buiidn of the information system for artificial neural networks
short-term forecasts. Applying neural network architecturgarallel learning algorithm for the task of identifying the
and the knowledge base, it is possible to obtain effectiymrameters of the materials creep curves using Python prog-
positive identification system parameters. To take into agamming language, Chainer framework, CUDA technology
count external parameters, you must enable the correspand cloud technologies.
ding input to the neural network. This uses the algorithm The object of the study the developing of an intelli-
for determining the importance and significance of inpujent system for identifying the parameters of the materials
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creep curves using artificial neural networks with a parallelumber of iterations. The run time of the algorithm is the
learning algorithm. number of steps that are performed in this algorithm from
The scientific novelty ithe development of parallel al- the beginning to the end. To count the number of steps in-
gorithm for artificial neural networks learning using the Chavestigated in this work algorithms, it is convenient to use
iner framework, CUDA technology and cloud technologies. the above block diagram [2], [4], [5], [8], [9], [10], [12],
The practical significance of the obtained resultbe [13], [23], [24].
intelligent system which allows to determine the coeffici- The number of steps characterizes nothing but the
ents of mathematical models by identifying the parametecsmplexity of implementing algorithm, which is now a ma-
of materials creep was developed. jor factor, as often working hours for a programmer is more
] ] expensive than working hours on a computer, unlike in ye-
Analysis of using neural networks for ars past. The speed of program execution is generally influ-
identification parameters problem enced by the following factors:
The task of identification (processes, systems) or the input information into the system;
construction of a mathematical model based on the resulté the quality of the compiled code of the program;
of observations occupies one of the main places in the mo» time complexity of a program.

dern theory of management and decision-making in various |t should be noted that in case of complication of the
fields: engineering, economics, biology, etc. A separate afgtwork structure, the magnitude of the weight vector can
difficult question remains the definition of model paramepecome a factor that will have a significant impact on the
ters (parametric identification). In some cases they ajgarning time of ANN [2], [10]. In general, we can conclude
known from the developer, in others they can be obtaingght the optimal choice for ANN training in the problem of
as a result of measurements or tests with special effectsj@antification of rheological parameters of wood is the algo-
the control objects (identification experiments).Howevekithm of back propagation of the error in view of the opti-
most real systems are nonlinear in nature. Not only the pal ratio of learning time and accuracy. Such a parameter,
rameters, but also the type of the model is often unknownég the Comp|exity of the a|gorithm, p|ays a less important
them. The only thing that is usually available in practice igle, since in such a task, the accuracy of the obtained para-
the ability to communicate between system input and outeters is the main factor, since this accuracy is directly pro-
put. One of the promising methods use artificial neural ngjortional to the results obtained from the implementation of
works that are universal approximation and allow with suinathematical models [5], [13], [18], [19].
ficient accuracy to simulate the dynamics of virtually any parallel calculations allow you to split the task into a
object [11]. number of smaller sub-tasks, but also to speed up the com-
The most effective mathematical models that can kfutations by performing parallel tasks and optimizing data
used to predict the development of processes are those #rring. The practical application and broad scope of tasks,
use time series to construct them [22]. Traditional identifivhich is only ever expanding, has led to an increase in the
cation approaches are becoming less suitable for modellipgerest of the world's manufacturers of video accelerators
complex nonlinear systems. Most processes cannot fethe possibilities of parallel computing and, as a conseg-
described using traditional statistical models because th@ynce, the emergence of non-graphica| genera| purpose cal-
are substantially nonlinear and have either a chaotic or qé@iations on GPUs (GPGPU, General Purpose computation
si-periodic or mixed (stochastic, chaos-dynamic, determin GPUs) [7], [14], [25]. GPU parallelization is achieved
nistic) basis. Adequate apparatus for building models of vithanks to the structure of the GPU multiprocessor core,
tually any nonlinear structure can be methods that are basgich operates on the principle of SIMD (single instructi-
on artificial intelligence, namely artificial neural networkson, multiple data; one command stream, many data stre-
that have the ability to model nonlinear processes, adafths) and is, in fact, a parallel processor, allowing to per-
and allow you to work with noisy data. Radial-base structyorm special parallel algorithms for data processing.
res that have high learning speeds and versatile approxima-QOne of such technologies the implementation of parallel
tion capabilities are promising [1], [6], [22]. non-graphical computations on GPUs is technology CUDA
Multi-layered, reverse error propagating neural ne{Compute Unified Device Architecture) from the company
works are also widely used, which, with the backdrop of ORVIDIA, which has generated considerable interest in the
her intelligent tools that can be used to identify systems, hglobal community. In particular [3], [7], [14], [25], [26] the
ve many significant benefits [1]. The general approach tgide spectrum of issues related to the implementation of
solving the problem of identification in the context of artifi-programs using CUDA technology, and the creation of
cial neural networks is shown in [6], but the question dflusters on the basis of CRGPU. The emergence of non-
practical implementation of parallel learning algorithms fographical computing graphics cards paved the way for the
network training in order to increase its efficiency remaingevelopment of new methods of parallel computing, not
unresolved. only on personal computers, since equipped with such a vi-
The purpose of this article is to increase the efficienc¥eo card PC even without a multi-core processor can be
of use of neural networks of direct distribution with backysed as a parallel computing machine of low power, but al-
propagation and their modifications in over-the cottages @b to the emergence of new architectural solutions methods
parameter identification of creep of wood. of Organization of cluster Computing_
Comparative analysis of the study of training algorithms  From a technical point of view, there are several options
for artificial neural networks is performed by such criteriaf graphics processors, which greatly affect their computa-
as the time of algorithm execution, the time of programonal power [7], [14]:

implementation of algorithms, the speed of convergence of nymber of computational cores with single and double preci-
algorithms and the accuracy of the program result at a given gjgn (FP32 and FP64 Cores);
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e the peak number of floating-point (single and double precidiraining cycle can be useful for learning how a trainer

on, Peak FP32 GFLOPs and Peak FP64 GFLOPs); works or for implementing features not included in the stan-
* Memory Interface dard Trainer. The core of the training cycle abstraction is
* bit and memory type (GDDR or HBM); Trainer, which implements the training cycle itself. The tra-
* Memory Size; . ining cycle consists of two parts: Updater — which actually
* size of second level cache (L2 Cache Size). updates the settings for training, Extension — for arbitrary

From a software perspective, you can classify GPUs bnctions implemented in the learning algorithm.
sed on the software interfaces (CUDA, OpenCL, OpenGL, Updater and some extensions use chainer.dataset and
and DirectX) and their maximum processor-supported vefterator to scan datasets and download mini-batches. Tra-
sion. In addition to these characteristics, the CUDA archiner also uses Reporter to collect the observed values, and
tecture provides capabilities that can greatly optimize th#yme extensions use DictSummary to collect and compute
architecture. statistics. NVIDIA CUDA Deep Neural Network Library
The parallelization consists of two stages: the first is iftuDNN) is a graphics accelerating library of primitives for
the analysis of that task can be accomplished with the helgep neural networks. cuDNN provides highly customizab-
of GPU computing capabilities, and the second stage is le-implementation for standard procedures such as forward
oking for all available GPUs with support for performingand backward convolutions, merging, rationing, and activa-
mathematical calculations, dividing the current task intgon layers. cuDNN is part of the NVIDIA deep learning
sub-problems, what are the GPUs can perform in parallgbK [7], [14], [25], [26].
and pass these sub-tasks to the GPUs [26]. Researchers and developers rely on cuDNN to accelera-
Parallelization at the level of the GPU is by creatinge the GPU with high performance. This allows them to fo-
special algorithms adapted to the specific architecture efis on learning neural networks and developing software
graphics processors. At first glance, such a number of levelgplications, rather than spending time setting up low-GPU
can increase the runtime due to the increased time of dpt&formance. cuDNN accelerates widely used deep learning
transfer between levels and data exchange on the samefigmeworks, including Caffe2, MATLAB, Cognitive Tool-
vel. Because the implementation of parallel computing &ft, TensorFlow, Theano, and PyTorch. cuDNN is freely
each level of architecture depends directly on the hardwaigailable to NVIDIA Developer Program members. It is ad-
on which the parallel algorithms will be implemented, eaclisable to use AWS to test the learning of neural networks
level of hybrid architecture has its own hardware angsing cloud technologies. Now the main task is to choose
software. Today, the most progressive implementations gfe EC2 machine. AWS enables you to select AMI to facili-
GPGPU technology is CUDA technology (Compute Unifitate the machine setup process.
ed Device Architecture), announced by NVIDIA in 2006 Amazon Machine Image (AMI) provides the informati-
and supported on a number of NVIDIA graphics cards (Gen you need to run an instance that is a virtual server in the
Force 8, GeForce 9, GeForce 200, NVS, Quadro, and Tefoud. You can run multiple instances from the same AMI
la), and ATI Stream Technology (or ATI) FireStream angvhen you need multiple instances with the same
AMD Stream Processor) developed by AMD [25]. Thesgonfiguration. You can use different AMIs to run instances
prerequisites, as well as the high popularity of NVIDIA'svhen you need instances with different configurations.
video card solutions, have led to the choice of CUDAMI may contain the operating system, required modules,
technology to parallelize the neural network learning algaools, and dependencies.
rithm and explore the possibility of more efficiently solving . .
the tasks with the GPU. Software implementation of the system
Implementation of interaction between CUDA and According to the complete learning procedure, first you
Chainer framework. Using of AWS cloud technologies. need to prepare the dataset. The next step was the creation
Chainer provides implementation of training cycles implesf the iterator on the dataset. Chainer provides some itera-
mented by the chainer.training module. It is based on matyrs that implement the generic strategy of creating mini-
other basic functions Chainer, including Variable an8atches, repeating over data sets.Seriallterator is the simplest
Function, Link / Chain / ChainList, Optimizer, Dataset one that retrieves mini-batches in the main stream.Multip-
ReporterCompared to the training cycle abstraction of othescesslterator and Multithreadlterator is parallel version of
machine toolkits, the Chainer training base aims at max&eriallterator.It supports operational sub-processes and sub-
mum flexibility while maintaining simplicity for typical threads to load the next mini-batches in parallel.
tasks [15].

Fig. 1. Scheme implementation of Trainer in Chainer

Chainer provides a feature called Trainer that simplifiesFig. 2. Class diagram of the implementation of the multilayer
your model's learning process Figure 1. Writing your own neural network of direct distribution
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Chain, Links and Functions have been implemented teing sample for training the network used is the same as for
implement the neural network model in Chainer. Chain israulti-layer neural network of direct distribution (Figure 4).
combination of Links with an object interface (Figure 2). Aoplication of artificial neural networks with paral-

An intelligent system for identification of wood creep Ipp ) laorithm for identificati frh Ip ical
parameters using a neural network with a parallel Iearnirln earning agorithm _for identiication of rheologica

: rameters of wood Determination of creep of wood is
algorithm has be_en develop_ed [15], [16]’. [17] [18]’. [19]¥he starting point for the calculation of the basic rheological
[20], [21]. In particular, the diagram of variants of using o

the training of the neural network is shown in Figure 3. charact_enstlcs Of. th_e materl_al durmg_ drying. _For th_e study
was using the principle of viscoelastic heredity. It, in turn,

leads to the construction of integral equations.
For a linear stress state, the relationship between stres-
ses a(t) and strainse(t) is described by integral equations

ul‘ in+1j B ujlun
hy,

including  creep ,sljji’j‘: and relaxation

n n
Uy[.. ., — Ug|.
exdf) = 4™ ernels in the form [16], [17], [18], [19],
2
[20], [21].
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Fig. 3 Diagram of options for using the developed intellectual gl]J,” ,_gd” 014,” —gl#”
system '+1;1 J ! +rl1x =0, )
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Composition is one of the most important features of ‘n ’ 24” én n
O29|.. . —027. ag . —0
neural networks. Neural networks are made up of many |ha creep function 2y 2% | 1Ay 1# =0,

reusable fragments, and each model can be integrated into a hy, hy,
larger training system. The network allows to describe thghich is the kernel of the integral equation, reflects the ef-
neural network on the basis of the composition such as c@dct of a single voltagel(t-17), acting a single time inter-
lection parameters, serializing, copying the structure of the, o+ 4 time Rt-7). The relaxation function
general parameters etc. o)

t
g(t) =?+%jn(t,r)a(t)dr is the resolvent of kernel of the
0

t
creep a(t)=Es(t)+Ethr)g(t)dr.We define the creep
0

function of wood as a linear combination of exponential
operators.
M =N@7) =Nyt - Tre) + Mo(tre —1) =
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+1|:§:,7je/1,(nel—t):| h(t— Trel)v
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where, g, is initial stresses;r, — relaxation time;
a.u.nik — parameters for which identification will be
carried out.

Select the activation functions in the hidden layer of the
neural network direct propagation in the form:

alt) = aghlra), (4)
(1) = ahltr), (5)

So, get the handling mechanism of the rheological beha-
vior of wood. By implementing the training algorithm of
experimental data on creep, get identify rheological para-
meters of wood.

Fig. 4. Class diagram of the implementation of Kohonen neural Figure 5 shows the approximation of experimental creep
network data of wood using an artificial neural network with the
Recurrent neural network training is implemented admplementation of the parallelization of the learning algo-
cording to a typical training cycle, but Chainer Trainer dogghm by CUDA. The maximum deviation of the approxi-
not have all the necessary attributes to train a Kohonen nétate values from the experimental values does not exceed
ral network, so some of them need to be implemented. The #a%b.
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ximation of experimental creep data and identification of
parameters of mathematical models of wood rheological be-
havior.
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A. 1. Cokonoscwvkuii, B. M. lllumaHcwkuii, 0. B. Mokpuyuska, f. B. Xapko

Hayionanvruii nicomexniunuil ynieepcumem Yxpainu, m. Jlveie, Yxpaina

HEMPOMEPEXXEBA MOJEJIb INEHTU®IKAILI KPUBUX ITOB3YYOCTI MATEPIAJLY 3
BUKOPUCTAHHAM CUDA TEXHOJIOT'TA

Ll pobora npucesyeHa npobneMi inenTudikanii peosorivHUX mapamerpis AEPEBUHU 3 BUKOPUCTAHHSAM IITYYHUX HEMPOH-
HHX MEpEeK 3 po3napajiesieHuM alrOpUTMOM HaBYaHHs 3a JOMOMOrOI0 MOBH mporpamysanHsi Python,dpeiimBopky Chainerra
texHouorii CUDA. Po3po6ieHo iHTenekTyalbHy cucteMy ineHTudikanii peonorivnux napamerpis aepeBunu. CTBOpeHa cucre-
Ma MICTUTh MAaKCUMaJIbHO 3pO3yMinuii iHTep(eiic kopucTyBada, BeCh HEOOXiIHMI KOMIIIEKC iHCTPYMEHTIB I aBTOMaTh3amii
mpoiiecy Bizyanizaii Ta aHami3y JaHuX. Y TPOIIECi CTBOPEHHS iHTENEKTYAIBHOT CHCTEMH OyI0 Tiepe10avyeHo BUPIIIEHHSI HACTYI-
HUX 3aBJaHb. MPOBECTH aHANI3 CUCTEM INTYYHOTO iHTETEKTY Ta aHali3 HaBYaHHS MITYYHUX HEHPOHHMX Mepex, 30KkpeMa Oararo-
IapOBUX HEWPOHHUX MEPEX MPSMOTro MOMMUPEHHS, pEKyPEHTHOT HEMPOHHMX Mepex Ta HeiiponHoi Mepexi Koxonena; mocminu-
TH CTpYKTYpY (peiimBopky Chainerra #ioro B3aemouiro 3 CUDA; nmpoBecTH aHali3 iCHYIOUMX XMapHUX TEXHOJIOTH 11 peaiza-
Uii 3aBJaHHs; MPOBECTH aHaNi3 AITOPUTMIB HABYAHHS IITYYHUX HEHPOHHMX MEpeEk, IXHE MaTeMaTU4He 3a0e3MeueHHs; 3iiCHu-
TH pO3MapaeeHHs ajJropuTMiB HABYAHHS Ta PO3pOOMTH HEOOXiHe porpaMHe 3ade3neueHHs. Bukopucranus Chaineriae 3mo-
Iy CTBOPIOBATH IyJ nam'siti st posnoainy nam'sti GPU. 1106 yHUKHYTH po3moniny Ta BUITyYeHHS Mam'saTi i yac 00YUCIIeHb,
Chainernanae MoxMBicTh BUKOPUCTOBYBATH Myl nam'sati CUPYsk craniapTHUM pO3MOii Mam'sTi He Malovu CIpaBy 3 po3MoJi-
oM mam'ati. J{ns BusHaueHHs (hi3uKo-MeXaHITHUX MapaMeTpiB MaTEMaTHYHOT MOJEIN HEi30TepPMiTHOTO BOJIOTONEPEHECEHHS Ta
B'SI3KO-TIPY>KHOTO J1ehopMyBaHHS KaMiISIPHO-MOPUCTHX MaTepianiB y MpoLeci CyHIiHHS po3po0IeHO iHTETEKTyalbHy CHCTEMY.
Bona Hagae MOXIMBICTH MPOBECTH ineHTHIKALIO TapaMeTpiB Saep MOB3YUOCTi Ta penakcamii, Mo 3amucyeThes K JiHilHA
KoMOiHallis eKCIOHEHLiAIbHUX OIepaTopiB. 3alporOHOBAHMI alrOpUTM alpoKcUMallii Ta OTpUMaHi PO3paxyHKOBi CIiBBiJHO-
HIEHHS! PEOJIOTIYHOT MOBEAIHKY AEPEBUHH 3a JOMIOMOTr0I0 0araTouapoBoi HelipoMepexi 3 eKCIIOHEHIialbHUMU (PyHKIISIMU aKTH-
Ballil y NPUXOBaHMX IIapax Ja€ 3MOrY MiJABULIMTH TOYHICTh allpOKCUMALil eKCIIEpUMEHTAIBHUX JaHUX MOoB3y4yocTi. Po3pobneHi
MaTeMaTH4Hi MOZENi MOXKYTh OyTH BUKOPUCTaHI JUIsi CTBOPEHHS] CUCTEM aBTOMATU30BAHOTO CKiHYEHHO-Pi3HUIIEBOTO PO3paxyH-
Ky TEMIIepaTypH, BOJOTOBMICTYy Ta KOMIIOHEHT HANpPY>KEHb MiJ Yac CyIIiHHS KaliIIpHO-TIOPHCTUX MaTepialiB 3 ypaxyBaHHIM
TEXHOJIOTIYHMX MapaMeTPiB areHTa CyIIiHHs.

Kniouosi cnoea: inenrudikaiiis napamerpis; posnapalieroBaHHs; IITY4HI HelipoHHI Mepexi; python; chainer framework; cuda.
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