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3a 101moMOro0 BUKOPHCTAHHSA NMOKA3HUKA IIagKocTi [esibaepa Ha crieKTpi MOBHOTO CUTHATTY
3aPONOHOBAHO TMOKPAIlEHWI MeTOo MAapKypPYBaHHsl MOBHHX curHajiB. Qco0juBicTIO MeTOdy €
BHCOKA TOYHICTH JEKOTYBAHHSI BOISIHOIO 3HAKY TAa iHBapiaHTHICTL Bil OpPUTiHAJIBHUX JaHHX,
CHTHALY Ta BOASHOIO 3HAKY.

KmiouoBi cioBa: MoBHUI curHa, uudpoBH BOAsSHUN 3HAK, mnokazHuk ['enbaepa,
KBazicTallioHapHa JiNsHKA, [IaIKICTh (YHKI, CIEKTP CUTHATY, IIBH/IKe NepeTBopeHHs1 Dyp'e.

A new improved method of speech signals marking is presented. The method isbased on
employing of Hélder condition to speech signal spectrum. The key features of this method are
its high accuracy during water mark decoding and independence from original data like speech
signal and water mark.

Keywords: speech signal, digital watermark, Hélder condition, quasistationary, smooth
function, signal spectrum, fast Fourier transform.

Introduction and analysis of the literature

Access to information and its rapid spread is a mgjor factor in the development of new technologies
in the past decade. Audio information has become more widely used over the Internet. With the increasing
use of audio content on the Internet has serious problems, such as forgery, fraud and piracy. Virtually any
user of modern electronic devices (gadgets) can copy the audio file and use it for their own purposes, such
as usein presentations or for marketing campaigns, etc.

Thus, abuse of copyright is widespread among users of multimedia content. This, in turn, was the
motivating factor in the development of new technologies protect audio information. Therefore the
problem of piracy prevention information, counterfeiting and copyright infringement is urgent and requires
the devel opment of new and effective methods.

Digital markeruvannya speech signals has several options for application [9]. The most common are
withholding information, copy protection and identification of personal data.

One of the technologies to protect speech signals is the use of digital watermarking. Digital
watermarking methods are considered to be an effective solution to the problems of copyright. In order to
confirm the copyright of the digital content, watermarking methods embed the secret information about the
holder, using the masking effect of Human Visual System or Human Audio System.

Digital watermarks have proven to be one of the best ways to protect intellectual property from
illegal copying. A digital watermark is a signal that is embedded in the digital data (audio, image, video
and text) and to verify the identity of the data to be extracted only the specialized.

Given therelatively recent spread of technology, with the object of using watermarks can be divided
into two classes: the watermark image and sound signals. The main object of research is in the speech
signal. In this respect the method of implementation of algorithms technology in audio watermarking
techniques can be divided into two groups: methods based on processing time series (rows) and methods
based on execution sequences of transformations.

Usually the basic principle markeruvannya digital watermark is a hidden need replacement
components watermarked audio signal. With technology Perceptual Audio Coding (MPEG Layer-On
(IGC), MPEG-2 and MPEG-4) it is known that even dlight changes in the speech signal may lead to
distortion [8]. Therefore, camouflage replacement should be characterized by stability, transparency and
reliability. Here, transparency refers to a perception of the speech signal, which is characterized by the fact
that users can not feel the difference with the audio signal from the original watermarked signal.
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Transparency perception is one of the major requirements for watermarking technology. In the
process of embedding prohibited the introduction of significant tangible artifacts. That watermark should
not affect the quality perception of the original audio signal. On the other hand, to ensure the stability and
rdiability, the power of the watermark is to be maximum which isin some contradiction to transparency. It
defines the problem of finding some balance between transparency on the one hand, and stability and
reliability of the other.

It should be noted that the stability of the watermark determines the protection against unauthorized
access and means that the watermark can be read only by an authorized person. With this condition the
technology watermark imposed another condition, which is the need to ensure sufficient capacity is
integrated in such a number of the alarm bits that would ensure sustainable security.

This paper proposes a new watermarking scheme based on fast Fourier transform (FFT) for
markeruvannya speech signals. The watermark is embedded in a given form of peaks with a magnitude
spectrum of each frameis overlapping audio.

Once it should be noted that the proposed labeling scheme of voice signals ensures the stability and
reliability of several types of attacks, such as hoise, cropping, oversampling, re-quantization, compression
and lowpass filtering.

Statement of the problem
The aim is to improve the method of “blind” labeling speech signal [1], which is based on
calculating the Holder exponent for quasi-stationary areas. The method of constructing quasi areas based
singular decomposition based on digital signals[2, 4, 5].

1. Presentation signal
By its nature, the speech signals are continuous. However, in this paper we consider only discrete
signals. Below is a representation of the signal and its division into quasi-stationary areas that do not
intersect.
Suppose we have a signal x(t), iet = 0, 1, 2, ..., N — splitting functions. After constructing quasi
aress [4] we obtain:

x(t)« UY,. (1)
i=1
whereY; — quasi-stationary area serving associations successive el ementary areas X.
m+l;-1
Y, « U X . )
j:||
From the formula (2), m — number of quasi areas Y;, |; — initial quasi-stationary area code, m —

number of elementary areas x; in association (1). Thus, it followsthat m£ t.

To solve problem (2) the method proposed in [2]. The application of this method we obtain a new
representation of the speech signal as a series of quasi-stationary areas Y;, which do not intersect.

After initial segmentation labeling problem is to find the corresponding signal samples for encoding /
decoding a watermark on the site. It is necessary to find the most “favorable” signal sections which receive
minimal distortion in the reconstruction. Search areas offered himself done through calculating Holder,
which in its physical sense would indicate a maximum amplitude at intervals (kvazistatsionarah). To
improve the stability of the method to noise, filtering and other undesirable distortion is proposed to
calculate the Holder exponent spectrum of theinput signal, which is built using fast Fourier transform.

2. Algorithm and embedding scheme
2.1. Calculating Holder exponent
Suppose that the speech signal x(t) in the interval Y; is a smooth manner k. Then, by [6], the function
X(t) at thepoint of I, 1 T Y; satisfies the Holder exponent a, 0 £ a £ 1, if thereisaconstant AT R and for
al pointst with neighborhood | performed condition
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|x(t)- x(1)| £ Alt- 1" 3)
According to [6] it is known that the function x(t) at the point of I, | T Y, satisfies the Holder
exponent a, a 3 1, if and only if there exists a constant AT R and polynomial pi(t) degree m = ga such
that for al points t with neighborhood | performed condition
x(t)- p (1) £ AL- 1. (4)
According to [6] function x(t) in [a, b] satisfies the Holder exponent a, if x(t) satisfies the Holder
exponent a for al [T Y;, withaconstant AT R, which isindependent of I.

At each interval Y; polynomial pi(t) determined only way. If x(t) is continuoudly differentiable
k=gag once a interval Y;, then pi(t) is Taylor scheduled x(t) at the point of |. If x(t) satisfies a uniform

Holder exponent condition a > min the interval Y;, then, as shown in [6], the function x(t) necessarily k-
times continuously differentiable on this interval. Limited, but bursting at the point | function satisfies
Holder exponent O to |. If smoothness is Holder exponent is a < 1 at the point of I, then x(t) not
differentiated in |, and a determines the type of rupture [6]. Uniform Holder exponent smooth functions
X(t) inY; associated with asymptotic declinein its Fourier transform [6].

2.2. Discrete Fourier transform and discrete spectrum signals

It is known that any complex periodic signal can be fed via a Fourier series as a sum of simple
harmonic oscillation. The combination of simple harmonic oscillation, which can be decomposed complex
periodic signal is called its spectrum.

The distribution of the amplitudes of harmonics in frequency is called the amplitude-frequency
spectrum or amplitude spectrum, and the distribution of their initial phases of the frequency - phase-
frequency spectrum and phase spectrum.

Lines discrete spectrum with the dimension of the signal amplitude. Continuous spectrum indicates
the distribution of the amplitudes across the spectrum and has the dimension of density signal amplitudes.

Fourier transforms - integral transforms one complex-significant functions of a real variable to
another, closely related to the Laplace transform and equivalent decomposition in Fourier series for
nonperiodic functions. Under this transformation function can be represented in the form of fluctuating
additive operator functions.

The Fourier transform of the speech signal functions x(t) mathematically defined as a complex
function F(w), given by the integral

¥

F(w)= ox(t)e™dt. (5)
-¥
Theinverse Fourier transform given by
1°* .
— OF (we™dw= f (t). (6)
35 OF (4 ()

It is known that periodic signals x(t) = x(t + mT,) represented by Fourier series as a sum of harmonic
components, as in this case, the analyzed signal is only the fundamental harmonic wy = 2p/ To and its
multiple components k - wo. In the exponential form of Fourier series has the form

¥
i i - - S -
X(t) = ..+ X €72 +x_ e " +x +xeM" +x,e/M +. = g x.e . 7
k=-¥

Coefficients of the series & are complex variables and are determined from the ratio
_ 1 To/2 _ 1 To/2 To/2
X, =Ce == g x(t)g""dt == ¢ x(t)cos(kwyt)dt- j= ) x(t)sin(kwgt)dt. ()
0-Ty/2 0-Ty/2 -To/2
The set of coefficients of the spectrum is a periodic signal. The range of amplitudes Cy and phase
spectrum y uniquely determine the signal x(t) determine the part each frequency harmonic components in
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the composition of the resulting vibrations. Often, only limited consideration C, which determines the
energy properties of the signal, and v relates only to the waveform.

Discrete signals x(n) formed by sampling (taking samples) continuous signal x(t) intime- interval Ts.
By theorem of Kotenikov-Shannon sampling frequency Fs = 1/ Ts must exceed at least twice the
maximum frequency in the spectrum of sampled signal. For discrete signals pair of integral Fourier
transforms (5) and (6) takes theform:

c(W)= _é_ x(n)- e, x(n) :Z_p oc (W) - e™dw. 9)

where W=w- T, = 2pFi - sampling rate normalized angular frequency.
S

Given the periodic spectrum c(W) discrete signal of period Fs(for normalized circular frequency 2n),
in expression (10) limits of integration narrowed to one period, including zero frequency.

In practice, the spectral analysis of real signals is considered continuous signal x(t), and a finite
sequence of values of samples x(n) in a given format. However, the use of the expression (9) to calculate
the spectral function c(W) impossible through endless boundary value summation. That is why the
technique of digital signal processing for spectral analysis used a discrete Fourier transform.

Discrete Fourier transform (DFT) is a pair of mutually single-valued transformation that connects

the sampling discrete periodic signal x(n) with complex coefficients ¢ (k) its discrete spectrum:

. 2pnk

N-1
C(k)=§_10x(n)-eJ N k=0,..N-1, x(n) =

1 . 2pnk

c(k)-e N ,n=0..,N-1, (10)

Z|-
T QoZz

0

where N - number of samplesin the period of the sampled signal.
The first transformation (10) is straightforward, and the second conversion - feedback DFT (FDPF).
DFT is performed on finite periodic sequence of signal samples x(n), in which the period consisting of N
discrete values, x(n) = x(n + N). Segquence c(K) represents the spectrum of the sampled signal x(n), which
isalso aperiodic c(k) = c(k + N).
Comparison of expressions (9) and (10) shows that the DFT represents a discrete sample c(K)

continuous spectral function c(W) discrete signal corresponding frequencies w, = 2p

NTg

c(k):c(wk):cg%p (13)

k 0
NT, o
Thus, the value of discrete frequencies i in the spectrum depends on the sampling period Ts,
identification and resolution in frequency (spectral selectivity) is inversely proportional to the time the
signal surveillance
T, = NTg. (@)
From relation (13) follows an important conclusion: if the current number of samples N to add a
number of zeros, such as N, then the spectral function of a discrete signal changes, and DFT will double
the number of spectral samples that correspond to frequencies, closely located in the range from zero to the
sampling frequency.

3. Results and conclusions
Theresults of this theoretical study have been verified experimentally. On the basis of the proposed
method is implemented algorithm markeruvannya speech signal, which consists of the following steps:
First, the speech signal is divided into uniform serial sections;
Further, by combining, according to [2] built kvazistatsionary (primary segmentation of the speech
signal);
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Using Fourier transform [7] obtained the spectra of quasi-stationary areas,

Each section is calculated quasi Holder exponent;

Using Holder exponent determined by counting signal which is encoded / decoded [5]
watermark.

Software implementation of the algorithm was tested on the example label mono recordings words
“test” and “mouse’. Characteristics of speech signals are as follows: length of signal 954 milliseconds and
1.09 seconds respectively. Sampling frequency 16 kHz. The length of the elementary section 512 samples.
For the watermark is taken into “Yuriy Pelekh”. The test was carried out ten times for five different entries
for each of the test words.

Note that this software implementation (Pict. 1) allows the user to choose the para-meters encoding /
decoding watermarks. For example, to build FFT spectrum can be used or not used. Then search for
labeling samples will not run on spektri signal and on the signal. You can also split the signal at
kvazistatsionary or de-mentarni uniform areas. Alternatively, the Holder exponent can be calculated
magnitude between two adjacent reference.

%1 12:00

DS Watermarker

Processor Recc

Yuriy Pelekh
| Quasi |
Use Fast Fourier Transformation
On —] |
Use Holder
On —] |

| Process |

Pict. 1. Software implementation (choice of parameterslabeling)

The table shows the results (presented in percentages) of the method of using the H6lder exponent
and without. The first number represents the percentage of resemblance encoded and decoded watermark,
and the second - the percentage of coincidence points of the speech signal, which happened encoding /
decoding watermark.

Results of encoding / decoding a watermark in a digital signal

Direct - Breakdown by quasi-stationary
decomposition
Test word

Without FFT With FFT | Without FFT | With FFT

76179 93/ 100 84 /87 94/99 Test
Using Holder exponent

7452 93/ 100 61/ 46 89/ 100 Mouse
Without the Holder exponent 85/87 95/100 | 89/92 97/100 | Test
(calculation of magnitude between
adjacent samples) 80/80 93/100 79179 96/ 100 Mouse
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In Pict. 2 shows the results point at which will be labeled signal with the help mo-hoyu-Halder
exponent.

Pict. 2. Calculation smooth signal with Holder exponent

On the basis of the experiments proved that the improved method marke-ru-vannya digital voice
signals using Holder exponent and splitting the signal at quasi-stationary area, improves search on the
maximum amplitude of the spectrum, which gives a more accurate result in the encoding and decoding of
the watermark in the speech signal.
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