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The design of mathematical models and corresponding functional block-diagrams of
discrete-time neural networks for Internet information retrieval, parallel sorting, and rank-
order filtering is proposed. The networks are based on the discrete-time dynamical K-winners-
take-all (KWTA) neural circuits which can identify the K largest from N input signals, where
1£K <N is a positive integer. Implementation prospects of the networks in an up-to date
digital hardware are outlined. In contrast to other comparable analogs, the networks are
expected to combine such properties as high precision, speed and reliability of signal
processing, low computational and hardware implementation complexity.

Keywords: mathematical model, functional block-diagram, Internet information
retrieval, parallel sorting, rank-order filtering, discrete-time dynamical K-winners-take-all
neural circuit, hardware implementation, signal processing, computational complexity.

3anponoHOBAHO MPOEKT MATEMATHYHHUX MoJesiell i BiinoBigHux GyHKIioHAJIBHUX 0JI0K-
cxeM HelpPOHHUX Mepexk BUA0OyBaHHA iH(popMmauii 3 IHTepHeT, mapaJjieJbHOr0 COPTYBAHHA i
dinbTpyBaHHSI paHry, NpU3HAYEHUX JIA OOPOOKHU AMCKPETH30BAHUX CHTHATIB. Mepexi
KOHCTPYIOIOTHCSI HA OCHOBI AMHAMiYHUX HellpoHHuUX cxeM Tuny ”K-winners-take-all” (KWTA-
cxeM), MPU3HAYEHUX /Ui 00p0oOKH TUCKPETU30BAHUX CUTHAJIB, AKi 31aTHI ineHTHdiKyBaTn K
Hali0inbmux cepen N BXigHux curHaiis, 1e 1£ K <N — mo3uTtuBHe Hijie yucjao. OxpecsieHo
NnepcrneKTUBY peandizalii Mepe:k y cydacHoMy uu@poBoMy amapaTHOMY 3ade3mevyeHHi i ix
MOXKJUBI 3acTocyBaHHs. OUikyeTbesl, 0 HA BiAMiHY Bil iHIIUX OJM3bKHMX aHAJIOTIB, Mepexi
OyAyThb MOEAHYBATH TaKi BJACTHBOCTI, AK BUCOKI TOYHICTh, IIBUAKICTH i HaJiliHICTL 00pOOKH
CUTHAJIB, 2 TaKO0 He3HAYHI 00YMCIIOBAIBbHY CKJIATHICTh Ta CKJIAAHICTH CXeMOTeXHiYHOI
peaJizairii.

KarouoBi cioBa: mareMarmyHa Mojaenb, (pyHKUioHaibHa O0JIOK-cXeMa, BHI00YBaHHSA
iHpopmanii B IHTepHer, mapanenbHe COPTYBaHHA, (IILTPYBaHHSI paHry, JMHAMiYHa
HeliponHa cxema Tunmy “K-winners-take-all”, mpuznayena 1 o0po0KH JHCKPETH30BAHUX
CUTHAJIB, CXeMoO-TexXHiuHa peaii3aiis, 00podKa CUTHAJIB, 00YHCIIOBAIIBHA CKJIAIHICTD.

1. Introduction

1.1. K-winners-take-all neural networks

Neural circuits of maximal value signal identification among discrete-time signals, in other words,
K-winners-take-all (KWTA) neural networks are known to select K largest out of a set of N inputs, where
1£ K <N isapositiveinteger [1] — [4]. In the special case when K is equal to unity, the KWTA network
is the winner-takes-all (WTA) one, that chooses the maximal among N inputs [5] —[7].
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1.2. Internet I nformation Retrieval

It is known that in the Internet information retrieval, the weights of N pages can be calculated using
PageRank algorithm. Then, the PageRank results are displayed using, for instance, Quicksort algorithm.
However, in the Internet information retrieval, instead of sorting all the results, usually only the ten or
twenty most important ones with largest weights should be found within numerous results [8], [9]. Such a
problem can be formulated as choosing the K most important within N results, where 1E K <N is a
positive integer. Therefore the analogue KWTA neural circuit of low computational complexity was
applied to solvethis problemin [4].

1.3. Parallel Sorting
Sorting is considered as a fundamental operation of data processing [10]. In the case of parallel
sorting, a sorting order can be represented as a permutation matrix. In such a matrix, “1” in the row

labeled with @, and column marked with C, can be defined as thei-th item in an unsorted list and j-th item
inasorted list [8], [11]. In the casei=1,2,3,4,5, the corresponding permutation matrix

o ©
o ©
= W

10 4 1)

a, 0000 15

represents an unsorted list { a,,a,,8;,a,,a8;} and its ordered list { a,,a,,a,,a;,a;}. The permutation
matrix (1) can be transformed to the sorting matrix

S &S S S rak
a0 01 113
a, 1 11111
a, 000 11 4 2
a, 011112
a0 000 15
The sorting results in general case can be presented by

c,=5,¢,=5"-5,k=1,...,N-1, ©)

where the elements of j-th column S/ = [S{SJZSJN]T ,j=1,2,3,...,N of the sorting matrix are determined

by step functions of the analogue KWTA neural circuit from [3]. If N—1 state equations of the circuit are
used and each equation computes one column of the sorting matrix from left to right with K increasing
from 1 to N-1, then the only N-1 analogue KWTA neura circuits are necessary with a substantial
reduction of the network complexity compared with the other analogue sorting networks with N2
neurons [12].

1.4. Rank-Order Filtering

Rank-order filters (ROFs) are known to be nonlinear filters that identify, in time or spatial domain,
the signal of k-th rank among all elements of an n-dimensional signal vector. Numerous methods have
been proposed to design ROFs [8]. The output signals of the ROF can be given by

c=a'(sf - 57), @)
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where S¢, k=1,2,...,N is a step function of the analogue KWTA neural circuit determined for K winners,

St is a step function of the circuit obtained for K-1 winners, ¢ = (c C C )T is an output signal

n» Cn, 1+ Cy
vector of the ROF. However, the filtered signal demonstrates parasitic oscillations in the time points where
corresponding input signal becomes equal to some other input signal. In order to remove these oscillations,
the expression (4) was generalized on the case of processing such time-varying input signals which can be
equa to one another in some time points. For this purpose the expression (4) can be extended to the
following form:

c=a'(sf- $),if RA =0,R**=0;
dc/dt =0, ¢, =0, otherwise, (5)

where R® isaresidual function of the analogue KWTA neural circuit obtained for K winners, R“* isa
residual function of the circuit determined for K-1 winners, ¢, =0 isaninitial condition. In the transient

mode, output signals of the ROF are described by the degenerative differential equation of the system (5).
Inthe KWTA steady state mode, the system (5) is reduced to the expression (4) which is a particular case
of (5). It was shown that using (5) instead of (4) leads to completely removing parasitic oscillations on the
ROF outputs in the time points of equal input signals.

2. The problem statement

Let us assume that neural networks which are based on the neural circuits of maximal value discrete-
time signal identification are used for Internet information retrieval, paralle sorting, and rank-order
filtering. It is necessary to show that as aresult, solutions which are more precise from computational point
of view, more faster and reliable comparatively to these derived by other analogous methods can be
obtained when requirements to a network size and power are not very high. It should be shown that the
network of Internet information retrieval designed in such a way may have low computational complexity,
obtained parallel sorting network can be simple from a hardware implementation complexity point of view,
and derived rank-order filter network may be suitable for correct, without parasitic oscillations output
signal processing which have egqual values in some time points. It is also necessary to outline a hardware
implementation perspectives of the networks in an up-to-date digital hardware.

3. Principles of designing discrete-time neural networks of Internet information retrieval,
parallel sorting, and rank-order filtering

3.1. Deriving of mathematical models of the networks

As it can be seen from the Section 1, a basic unit of the networks of Internet information retrieval,
paralld sorting, and rank-order filtering is the analogue KWTA neural circuit. However, it is known that
discrete-time neural networks comparatively to continuous-time analogs demonstrate a more high precision
of signal processing, they are more reliable, more suitable to implement in software, and can be
implemented in an up-to-date digital hardware for real time signal processing [13]. In [14], mathematical
model and corresponding functional block-diagram of discrete-time KWTA neural circuit built in one-layer
competitive architecture performing the dynamic shifting of input signals to obtain K winners was
proposed. The circuit is globally stable and convergent to KWTA operation in finite number of iterations.
Theresults of comparison show that the circuit achieves higher speed of signal processing than other close
analogs. The computational and hardware implementation complexity of the circuit is close to that of
simplest KWTA networks. The circuit can process any finite value distinct signals. Periodical resetting and
corresponding supervisory circuit for repetitive signal processing are not necessary.

In this paper, the mathematical model of the discrete-time KWTA neural circuit [14] is suggested to
simplify and use for Internet information retrieval, paralld sorting, and rank-order filtering. In particular,
the discrete-time residual function and signum (hard limiting) function of this circuit can be replaced with
the discrete-time counterparts of the simplified continuous-time residual function and step function.
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Obtained in such a way, the smplified mathematical mode of the discrete-time KWTA neural circuit can
be directly used for Internet information retrieval. The derived model will be of O(N) computational
complexity. Since other comparable analogs for Internet information retrieval which use Quicksort
algorithm have O(NlogN) computational complexity on average therefore the obtained model will need
less computational time than these competitors[8], [9].

The obtained simplified mathematical model of the discrete-time KWTA neural circuit can be also
used for paralld sorting. In this case, discretetime step functions may be used for determining the

elements of j-th column S’ = [S{SJZSJN]T ,j=1,2,3,...,N of the sorting matrix of the sorting results (3).

The mathematical model of the discrete-time ROF neural network is proposed to derive on the base
of the system of algebra-differential equations (5) which contains the simplified residual function and step
functions. In particular, in the transient mode, output signals of the ROF will be described by the
degenerative discrete-time equation corresponding to the degenerative differential equation of the system
(5). In the KWTA steady state mode, the mathematical model of the ROF will be reduced to
expression (4).

3.2. Designing functional block-diagrams of the networks

As it can be seen from the functional block-diagram of the discrete-time KWTA neural circuit [14],
discrete-time counterparts of the simplified continuous-time residual function and step function [4], and
from (3) — (6), the functional block-diagrams of the designed neural networks for Internet information
retrieval, paralld sorting, and rank-order filtering will contain the blocks of discrete-time summation,
multiplication, integration, step function, external sources of constant and controlled signals. Therefore,
such networks can be implemented in an up-to-date digital hardware using such traditional digital
components as adders, hard-limiting quantizers (switches), digital integrators, and external sources of
voltage or current.

The discrete-time neural network which is proposed to design for parallel sorting is expected to be
more simple from hardware implementation point of view than other comparable sorting networks with

N? neurons since the only N—1 basic discrete-time KWTA neural circuits are necessary with a substantial
reduction of the network complexity for processing N inputs. In particular, the IWTA discrete-time neural
circuit can be used to identify the largest element of the list of inputs. Next, the 2WTA circuit sdects the
second item in the list without recounting the first item. As such, the whole list of N items can be sorted by
using the (N—1)WTA discrete-time circuits without the need to choose the last item.

A resolution ability of the designed neural networks is infinite theoretically, i.e. if input signals are
distinct, then such the networks can always process them correctly. Note that the ROF neural network is
capable to process correctly also time-varying input signals which can be equal to one another in some
time points. Practical resolution of the networks will be limited by precision of the network hardware
implementation.

Since an operation of the basic discrete-time KWTA neural circuits is indegpendent on initial values
of its state variables, a functioning of the designed networks be independent on initial conditions which can
accept arbitrary values in a given range. Therefore the networks will not require periodical resetting for
repetitive signal processing, additional supervisory circuits for resetting, and spend additional processing
time on this operation. This allows to simplify the hardware and increase a speed of signal processing that
isimportant for real time operating of designed networks.

3.3. Perspectives of hardware implementation of the networks

The implementation of the designed neural networks for Internet information retrieval, paralle
sorting and ROFs will be simulated using software. Such simulations should confirm theoretical results
obtained in the project. However, the processing speed in this case may be not fast, especially to meet the
demands of real time. Therefore, microprocessors and digital signal processing can be not suitable for
paralld designs of such networks. For real time applications, the designed networks can be implemented in
an up-to-date digital hardware. Comparing with the analogue implementation, as known, a digital hardware
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is more computationally precise and reiable as long as the requirements for the size and power efficiency
arenot high. The digital implementation of the designed networks is expected to have a better repeatability,
lower noise sensitivity, better testability, higher flexibility, as well as compatibility with other types of
preprocessors [13].

It is known that for modern digital neural network hardware FPGA-based implementations, ASIC-
based implementations, and DSP-based implementations can be used. Since DSP-based implementation is
sequential, it does not preserve the parallel architecture of the designed networks. ASIC implementation
can be used for hardware redlization of the networks, athough it does not offer re-configurability by the
user in order to improve the network performance. The FPGA implementation achieves a comparable
accuracy with the traditional solutions based on general-purpose computers. An FPGA as an
implementation hardware combines the reprogrammability advantage of general purpose processors with
the paralld processing and speed advantages of customer hardware. The size and speed evaluation of
FPGA revedls its low cost in terms of logic and memory [15]. To implement the networks in a hardware,
the FPGA based reconfigurable computing architecture is quite suitable because the paralld structure of
FPGA matches the topology of the designed networks and offers flexibility in reconfiguration. The
architecture of the designed networks and training algorithms can be implemented on a FPGA chip
performing an on-line training. Such computational characteristics of the networks as modularity and
dynamic adaptation can also be realized in FPGA hardware. Using FPGA, the proposed networks can be
implemented through parallel computing in a real-time hand-tracking systems [16]. Due to the relatively
high capacity, high density, short design cycle, and short time to market when using EDA tools, FPGA can
be considered as the maost applicable microel ectronic technology for the designed networks.

4. Conclusions

The proposed principles of designing artificial neural networks are important for improving of
problem solving of Internet information retrieval, parallel sorting and rank-order filtering, making better
corresponding software and digital hardware, and also for different applications. Moreover, described
approaches can be applied for increasing of effectiveness other neural networks and dynamical systems.
Presented designing tolls of the networks can be used in different areas, in particular, for improving image
processing, signal processing, speech processing, noise removal, in computerized tomography, for
biomedical imaging, pattern recognition, coding, in digital TV, etc. [17] —[20].
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HIGH-FIELD STRENGTH THE SOURCES BASED ON TILTED PULSE
FRONT PUMPING: OPERATION PRINCIPLE AND PERSPECTIVES

BUCOKOAMILIITYIAHI TEPATEPIHOBI ZKEPEJIA 3 IOMITY BAHHSAM
HAXWJIEHUM ®POHTOM: ITPUHIIUII POBOTHU I IEPCIIEKTUBH
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The terahertz wave generation using tilted pulse front pumping (TPFP) is the most
advanced technique nowadays. In this paper we made a brief review of common terahertz
sources. Theoretical aspects and experimental results of tilted pulse front pumping on LiNbO;
have been discussed.

Key words: TPFP, LiNbO;, Terahertz wave, optical rectification.

I'enepanisi eJleKTPOMArHITHUX XBHJb TeparepuoBoro aiana3oHy 3 BHKOPUCTAHHAM
MeTOAMKHM NOMIYBAaHHSl HaxXWJeHHM (POHTOM € HalCcyyacHilIMM MiAX0J0M Ha ChLOTOAHI.
Y crarTi 3po0JieHo orysia TPaguUiiiHMX [uKepes TeparepuoBoro BUNpoMiHOBaHHA. Takoxk
ONMHCAHO TeOpPeTHYHi acCNeKTH i eKCIepHMEeHTAJbHIi pe3yiabTaTH TreHepauwii XBHJIb 3a
JAOTIOMOT 010 HAKAYKH 3 HaxuJeHuM ¢pponTom Ha kpuctadi LiNbOs.

KawouoBi cioBa: nmommyBaHHA HaxujeHuM ¢pontoM, LiNbO;, TeparepuoBi xBu.ii,
ONTHYHE BUMPAMJICHHS.

Problem statement

The development of new terahertz sources is an extremely topical nowadays due to rapid
development of new materials and nanostructures. Terahertz band of electromagnetic wave spectrum,
which is typically governs frequency region from 0.3 THz up to 20 THz [1], has a lot of applications:
material characterization, security systems, medical applications etc.
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