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Abstract: The problem of finding objects in images using 
modern computer vision algorithms has been considered. 
The description of the main types of algorithms and me-
thods for finding objects based on the use of convolutional 
neural networks has been given. A comparative analysis 
and modeling of neural network algorithms to solve the 
problem of finding objects in images has been conducted. 
The results of testing neural network models with different 
architectures on data sets VOC2012 and COCO have been 
presented. The results of the study of the accuracy of 
recognition depending on different hyperparameters of 
learning have been analyzed. The change in the value of the 
time of determining the location of the object depending on 
the different architectures of the neural network has been 
investigated.  

Index Terms: Object detection, neural networks, deep 
learning, R-CNN, Fast R-CNN, Faster R-CNN 

I. INTRODUCTION 
Finding objects in images is one of the most 

important tasks of scene analysis and machine vision. 
The task of finding objects in images usually consists of 
two subtasks: the first of them belongs to the class of 
tasks of detection of an object belonging to one of the 
given classes in the image; the second – in the 
classification of the found object belonging to one of the 
specified classes. The solution of these problems can be 
carried out in two successive stages, and together, 
without division into stages in time. The complexity of 
this task is determined by the high degree of variability 
of real images and the objects represented on them. 
Almost everything changes: condition, angle, lighting, 
color, shape, etc. 

Until recently, the problem of this class of 
problems was solved using various information pro-
cessing algorithms, including: adaptive gain algorithms 
[1], algorithms based on the use of gradient histograms 
[2] and color information [3], cascade classifier 
algorithms based on the method Viola-Jones [4], [5], 
who has performed particularly well for detecting human 
faces in images. Algorithms based on the methods of 
contour analysis have also become widespread. 

Solutions based on conventional neural networks 
with prior selection of features of object classification, as 
well as standard deep convolutional neural networks are 

also known [6]. It should be noted that this approach is 
quite costly in terms of computation, despite all the 
advantages that initially provide neural networks in 
terms of accuracy of classification. 

Recently, algorithms based on the use of convo-
lutional neural networks or Regional Convolutional 
Neural Networks (R-CNN) have become widespread to 
solve this problem, which are fundamentally focused on 
solving the problem of finding objects with their 
simultaneous classification [7]–[11]. In comparison with 
the methods presented above, these algorithms are 
fundamentally adapted to solve the problem of finding 
objects in images. Their initial implementation is based 
on the use of special pre-processing algorithms – region-
proposal-function, which provide a proposal of the so-
called areas of attention, which could potentially be 
objects that interest us. This “specialized” approach 
proposes to reduce computational costs, and also allows 
to achieve a minimum time to determine the location of 
the object and high accuracy of its classification. At 
present, there are a large number of options for the 
implementation of such algorithms, which have achieved 
good results according to these criteria [12]. 

A. THE AIM OF THE WORK 
 Thus, the purpose of this study is to conduct a 

comparative analysis of neural network algorithms of 
class R-CNN, to search for objects in images. 

II. RESEARCH METHODS AND MATERIALS 
The following models of neural networks for 

solving the problem of objects in images are considered: 
R-CNN (region-based convolutional neural networks) 
with the original algorithm region-proposal-function, 
Fast R-CNN, Faster R-CNN [9]–[11]. Data sets VOC 
2012 and COCO were used in the research. 

The data set VOC 2012 (20 classes, 11530 images) 
[13] consists of images of size 500 × 375, each of which 
has an annotation file that provides coordinates that 
delimit the boundaries and label of the object class from 
the list of twenty classes. 

The COCO data set (80 classes, 330,000 images) 
[14] is similar in structure to VOC 2012, with an image 
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size of 640 × 507. In addition to image files, it also 
contains annotations that contain the coordinates of the 
object, the class to which it belongs, link to it and more 
information. 

5300 images from each data set were used to train 
and test the models.  

B. R-CNN MODEL 
When searching for objects using the R-CNN 

model [9], the following sequence of steps is performed, 
shown in Fig. 1. 

 

 

Fig. 1. Search of the objects in the image, R-CNN 

Step 1. The generation of regions of interest (region 
proposals), presumably containing the desired objects 
(usually up to 2000 possible areas) using various algo-
rithms designed to reduce the computational complexity 
of detecting objects in the image (e.g., Edge Boxes 
algorithms, Selective search). 

In a standard object search scheme, the detector 
first traverses the input image (or set of images) at 
different scales by shifting the detection window. Thus, a 
set of rectangular areas of interest is formed, which may 
contain an object. 

The Edge Boxes algorithm [15] is designed to 
generate areas of interest in the form of a rectangular 
frame bounding the object, and is based on the selection 
of the contours of objects. The contours provide a sparse 
but informative representation of the input image. The 
number of contours that are completely contained in the 
boundary rectangle indicates the probability that the 
rectangle contains an object. The evaluation of each 
block is performed by excluding from the set of contours 
contained in the boundary rectangle (block), those that 
intersect with the boundaries of the block. Thus, 
generated areas of interest for the input image are areas 
containing closed or almost closed contours. 

The selective search algorithm [16] is based on the 
use of the method of hierarchical grouping of similar 
regions based on the correspondence of color, texture, 
size or shape and graphs. For these graphs, the vertex is 
the intensity of the current pixel, and the edges connect a 
pair of adjacent pixels. The absolute difference in pixel 

intensity of the vertices is used as the weight of the edge. 
Using the graph, the fragments are selected, which are 
then grouped according to the following principle: the 
edges between two vertices in one group should have 
less weight, and the edges between two vertices in 
different groups should have more weight. After the two 
most similar regions are grouped, a new similarity is 
calculated between the resulting region and its 
neighbors. The process of grouping similar areas is 
repeated until the whole image becomes one area. 

Thus, the selective search algorithm is implemented 
using detailed image segmentation depending on the 
pixel intensity, using the method of segmentation based 
on graphs and selective search. 

Step 2. At this stage, the formation of a map of 
features for the input image. The formed areas of interest 
are scaled to a size comparable to the architecture of the 
CNN neural network. To do this, an affine trans-
formation is performed, and each area of interest is con-
verted to a square of 227 × 227, as the CNN architecture 
used requires inputs of a fixed size of 227 × 227 pixels. 
In this case, before optimization, the bounding box of the 
area of interest is expanded so that after the trans-
formation to get around the area, which may contain an 
object, a border with a width of 16 pixels. 

The data formed in this way are fed to the input of 
the convolutional neural network (CNN), the archi-
tecture of which is presented in Fig. 2. 

 

 

Fig. 2. CNN Architecture 

At the output of the CNN neural network, a 4096-
dimensional feature vector is formed for each area of 
interest. 

Step 3. At this stage, the classification of objects 
for each area of interest is performed using the generated 
feature vector based on the method of reference vectors 
(SVM). To do this, firstly, before performing the 
classification, for each generated area is applied non-
maximum suppression (Non-Maximum Suppression 
algorithm), based on which only local maxima are 
marked as the contour of the object. Suppression of non-
maxima is necessary to exclude the generated duplicate 
areas of interest for each object on the original 
document. A pixel whose value is above the upper limit 
acquires the maximum value, i.e., the contour is 
considered valid. If the pixel value does not reach the 
lower threshold, it is suppressed. 

To assess the quality of classification, an indicator 
is equal to the ratio of the cross-sectional area of the 
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rectangle (area of interest) obtained from the detection 
and the rectangle from the markup to the area of their 
union (Intersection over Union, IoU) is used. Thus, it is 
considered that the object is detected correctly if this 
indicator exceeds a certain threshold, otherwise it is 
considered that the object is not detected. IoU is 
calculated by the following formula:  

AoOIoU =
AoU

, 

where AoO (Area of Overlap) – the area of intersection 
of the true rectangle and the predicted; AoU (Area of 
Union) – the area of union of a true rectangle and the 
intended. 

C. R-CNN REGION-PROPOSAL-FUNCTION 
ALGORITHM 

For the R-CNN model, an original algorithm for 
determining regions of interest Region-proposal-function 
is implemented. In its architecture, this algorithm is close 
to that proposed in [9], but slightly simpler and better in 
speed. 

In general, it should be noted that the R-CNN 
model is quite slow due to the fact that the algorithms for 
generating areas of interest create many constraint 
rectangles, which are processed by a neural network for 
the analysis of which it takes considerable time. 

D. FAST R-CNN MODEL 
Despite the good results obtained with its use, the 

performance of R-CNN is not so high, especially for 
deeper than CaffeNet networks (such as VGG19). In 
addition, when using this model, it is necessary to store a 
large amount of data. The scheme of the algorithm for 
the model Fast R-CNN [10] is presented in Fig. 3. 

 

 

Fig. 3. Search of the objects in the image, Fast R-CNN 

Step 1. The generation of regions of interest (region 
proposals), which presumably contain an object (for 
example, the Edge Boxes algorithm). 

Step 2. The feature map for the input image is 
formed. To do this, the input of the neural network CNN 
is full of input image, but the last layer of the max-pool 

is replaced by RoI pooling. The RoI pooling layer 
receives at the input a feature map obtained from the last 
convolutional layer of the neural network, and the 
generated area of interest (in image coordinates). The 
area of interest is converted from image coordinates to 
coordinates on the feature map and the resulting 
rectangle is superimposed on the grid W × H with 
specified dimensions, the area of interest width w and 
height h is converted into a grid having H × W cells of 
size h / H × w / W (for example, for VGG19 W = H = 7). 
Thus, RoI pooling converts the feature vector of an 
arbitrary rectangle from the input image into a feature 
vector of a fixed size. Then Max Pooling is applied to 
each such cell to select only one value, thus, the resulting 
matrix of features H × W is formed. 

Step 3. The boundaries of the area of interest are 
specified using a regression model (Bounding Box 
Regression). The obtained areas of interest and feature 
vectors are fed to the input of two new fully bound 
layers. The first is used to specify the boundaries of a 
rectangle, and the second is used to classify an object 
located inside that rectangle (Step 4). To refine the 
bounding box, the Bounding Box Regression learns to 
adjust the predicted bounding box using CNN functions. 
For a given predicted coordinate of the bounding box p = 
(px, py, pw, ph), where px is the x coordinate of the frame 
center, py is the y coordinate of the frame center, ph is the 
width of the bounding box, pw is the length of the 
bounding box, and the corresponding coordinates of the 
rectangle truth g = (gx, gy, gh, gw), where gx is the x 
coordinate of the truth rectangle, gy is the y coordinate of 
the truth rectangle, gh is the width of the truth rectangle, 
gw is the length of the truth rectangle. The regressor is 
configured for a scale-invariant transformation between 
two centers and a log-scale transformation between 
latitude and altitude, shown in Fig. 4. 

 

 

Fig. 4. Transformation between predicted and true constraints 

 
 

 
, 

where dx(p) and dy(p) – functions of scale-invariant 
transformation of the center with coordinates x and y, 
dw(p) and dh(p) – log-scale transformation functions 
between width w and height h. 
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Step 4. The classification of objects contained in 
the presumed areas of interest is performed. To classify 
objects, a softmax layer with K + 1 outputs is used 
(where K + 1 is a value that characterizes the number of 
object classes, taking into account the presence of the 
background on the original document). Steps 3 and 4 are 
performed in parallel. 

E. FASTER R-CNN MODEL 
Compared to Fast R-CNN, Faster R-CNN [11] uses 

a special Region Proposal Network (RPN) system 
instead of using an external algorithm to generate areas 
of interest where the object is likely to be located (e.g., 
Edge Boxes). The scheme of work for the Faster R-CNN 
model is presented in Fig. 5. 

 

 

Fig. 5. Search of the objects in the image, Faster R-CNN 

Step 1. The formation of a map of signs on the 
basis of the input image is carried out. To do this, the 
input image is fed to the input of the convolutional 
neural network CNN, the architecture of which is 
presented in Fig. 2. 

Step 2. Generation of areas of interest that may 
contain the object. Using the neural network Region 
Proposal Network (RPN), the generated map of features 
is processed by a variable window of a given size 3 × 3. 
Thus, a set of 9 areas of interest is generated, which have 
the same center, but with different proportions and 
scales. For each position of the window the vector of 
signs of small dimension is extracted. In addition, for 
each of the generated areas, the value of IoU is 
calculated, based on the value of which a decision is 
made about the current area of interest. 

Step 3. The conversion of the vector of features of 
the area of interest (arbitrary rectangle) from the input 
image to the vector of features of a fixed dimension, 
using the layer RoI pooling. 

Step 4. The boundaries of the area of interest are 
specified using a regression model (Bounding Box 
Regression). The obtained areas of interest and the 
obtained feature vectors are fed to the input of two new 
fully bound layers. The first of these layers is used to 
specify the boundaries of the rectangle, and the second to 
classify the object located inside this rectangle (Step 5). 

Step 5. The classification of objects contained in 
the proposed areas of interest is performed. To classify 
objects, a softmax layer with K + 1 outputs is used 

(where K + 1 is a value that characterizes the number of 
object classes, taking into account the presence of the 
background on the original document). Steps 4 and 5 are 
performed in parallel. 

III. RESEARCH RESULT 
In the course of research, R-CNN, Fast-RCNN, 

Faster-RCNN models were implemented using Python 
3.9 and using the Pytorch machine learning library 
(version 1.9) with GPU support. Training and testing of 
neural networks were performed on data without the use 
of augmentation. Detection time and accuracy of object 
classification in the image were used as indicators of 
efficiency of the received models. 

When learning networks, transfer learning 
technology was used, which allows the use of ready-
made neural networks to solve new types of problems 
for which networks are not previously amenable to 
learning. Convolutional neural networks VGG19 and 
ResNet152 were used to implement the learning transfer, 
truncated to the penultimate fully connected layer, from 
which the feature vector of dimension 4096 for VGG19 
and 2048 for ResNet152 was removed. The resulting 
vector was applied to a new fully connected layer, which 
is responsible for classifying the object in the image. 

When implementing the R-CNN model using a new 
fully connected layer with softmax activation function as 
a classifier, a neural network architecture was used 
without specifying bounding boxes (without regression). 

During the experiments, the influence of two 
algorithms for generating areas of interest was 
investigated, namely Selective search and the original 
algorithm Regional-proposal-function. The results of 
experimental studies are presented in Table 1. 

Table 1 

R-CNN results (VOC2012 data set, Adam 
optimization method) 

Algo-
rithm 

CNN 
model 

Num-
ber of 
epochs 

Accu-
racy 

Detecti
on 

time, 
sec 

50 0.7475 8.373 
100 0.8846 8.442 VGG19 
150 0.8936 8.343 
50 0.8362 8.151 
100 0.9034 8.183 

Regional-
proposal- 
function ResNet152 

150 0.9452 8.051 
50 0.7962 10.840 
100 0.8699 10.701 VGG19 
150 0.9198 10.866 
50 0.8279 10.715 
100 0.9358 10.322 

Selective 
search 

ResNet152 
150 0.9681 10.376 

 
The obtained results show that the object detection 

time using the Regional-proposal-function is less than 
using the Selective search. This is explained by the fact 
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that to generate areas of interest using the first algorithm 
takes less time with equal learning parameters. This also 
shows that the proposed modification of the algorithm 
Regional-proposal-function is faster, but in some cases 
the result of its application with CNN neural networks is 
slightly worse. 

A study of network quality indicators depending on 
the optimization method was also conducted. The 
influence of two methods was studied: SGD (stochastic 
gradient descent) and the Adam algorithm [17] (stochas-
tic optimization algorithm). The results presented in 
Table 2, show that the accuracy of object recognition 
when learning the network by the Adam method was 
higher than when using the SGD method. 

In Table 3–5 there are results of Fast R-CNN and 
Faster R-CNN models trained by the Adam method. The 
results indicate that the Faster R-CNN model is faster 
than other neural network architectures in terms of test 
images. 

Table 2 

Study of the impact of optimization methods  
(R-CNN, data set VOC2012, number of learning 

epochs 150) 

SGD 
method 

Adam 
method Accuracy Detection 

time, sec 
+ – 0.9467 10.583 
– + 0.9681 10.376 

Table 3 

The result of Fast R-CNN (VOC2012 data set,  
Adam optimization method) 

CNN model Number of 
epochs Accuracy Detection 

time, sec 
50 0.7621 3.212 
100 0.8037 3.454 VGG19 
150 0.9232 3.294 
50 0.8372 3.345 
100 0.9224 3.664 ResNet152 
150 0.9528 3.552 

Table 4 

The result of Faster R-CNN (VOC2012 data set, 
Adam optimization method) 

CNN model Number of 
epochs Accuracy Detection 

time, sec 
50 0.6882 1.283 
100 0.7325 1.364 VGG19 
150 0.8537 1.298 
50 0.7851 1.382 
100 0.8683 1.482 ResNet152 
150 0.9028 1.372 

 

The graphs presented in Fig. 6 illustrate changes in 
the loss function and the accuracy value of the object 
classification when using the Faster R-CNN, when 

learning on the COCO data set. Obviously, this neural 
network achieves high accuracy in classification 
accuracy and low values of the loss function. 

Table 5 

The result of Faster R-CNN (COCO data set,  
Adam optimization method) 

CNN model Number of 
epochs Accuracy Detection 

time, sec 
50 0.8867 1.684 
100 0.9054 1.627 VGG19 
150 0.9547 1.739 
50 0.9234 1.542 
100 0.9648 1.536 ResNet152 
150 0.9832 1.622 

 

 

 

Fig. 6. Faster R-CNN, graph of the loss function and graph  
of the accuracy of object recognition 

In Fig. 7, 8 there are examples of object detection 
(road sign).  

 

 

a) 

 

b) 

Fig. 7. Example of object detection in the image using R-CNN: 
(a) – the first five examples of the location of the bounding box 
with the highest probability of containing the object, (b) – the 
last five examples of the location of the bounding box with the 

lowest probability contain an object 
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Fig. 8. Example of detecting an object in the image (left)  
using Fast R-CNN, (right) using Faster R-CNN 

IV.  CONCLUSION 
The article considers the tasks of searching for 

objects in images using models of convolutional neural 
networks R-CNN, Fast R-CNN, Faster R-CNN. In the 
course of the research a comparative analysis of the 
regional-proposal algorithm implemented within the R-
CNN model with the selective search algorithm was 
performed. Based on the presented results, we can 
conclude that the use of the proposed approach to the 
generation of areas of interest accelerates the process of 
finding an object in the image. The results of testing the 
modifications of different models of R-CNN show that 
Faster R-CNN significantly exceeds  (6 times compared 
with R-CNN and 2,5 times with Fast R-CNN) the speed 
of other models through the use as an algorithm for 
generating areas of interest of a special network for the 
formation of appropriate proposals. In general, the 
obtained results of modeling and testing these models 
indicate a high accuracy (in total 85,7%) of object 
detection in the image for all considered algorithms. 
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